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ALL WATCHED OVER BY 
MACHINES OF LOVING GRACE
By Richard Brautigan 1967

I like to think 
(and the sooner the better!)

of a cybernetic meadow
where mammals and computers
live together 
in mutually programming harmony
like pure water touching clear sky.

I like to think
(right now, please!)

of a cybernetic forest
filled with pines and electronics
where deer stroll peacefully
past computers
as if they were flowers with spinning blossoms.

I like to think
(it has to be!)

of a cybernetic ecology
where we are free of our labors
and joined back to nature,
returned to our mammal brothers and sisters,
and all watched over
by machines of loving grace.
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Arizona State University Threatcasting lab 

The Threatcasting Lab at Arizona State University serves as the premier resource 

for strategic insight, teaching materials, and exceptional subject matter expertise 

on Threatcasting, envisioning possible threats ten years in the future. The lab 

provides a wide range of organizations and institutions actionable models to not 

only comprehend these possible futures but to a means to identify, track, disrupt, 

mitigate and recover from them as well. Its reports, programming and materials 

will bridge gaps, and prompt information exchange and learning across the 

military, academia, industrial, and governmental communities.

Disclaimer: The views expressed in this report are those of the authors and do not reflect the 
official position of the US Government, the Department of Defense, the Department of the 
Army, or the United States Military Academy.



EXECUTIVE SUMMARY

T H E F U T U R E  
 O F  C O N F L I CT 

In the coming decade, the scope, scale, and speed of Information Warfare 
(IW) will expand, radically transforming the future of conflict. IW attacks 
will sow disorder, mistrust, and radicalization to sway the sentiment of the 
public and the fighting force, at times compelling them to violence against 
institutions, organizations, and each other. The U.S. Army recognizes this 
trend in information-age warfare and seeks to address the phenomenon in 
its latest concept manual, The U.S. Army in Multi-Domain Operations 2028.1  

This emerging information warfare attack plane stretches across three 
domains: digital, cognitive, and physical.  Conflict will move swiftly, freely, 
and simultaneously between the three domains.  Future attacks will utilize 
new technologies in novel ways and employ algorithm-on-algorithm conflict 
beyond the scope of human observation. These emerging factors will 
fundamentally change our understanding of conflict and require a new 
model to comprehend and operationalize the changing character of war. The 
information warfare framework (IWF) explained in this report is intended to 
assist military leaders and staff members with understanding, visualizing, 
describing, and directing operations on the 21st century battlefield.2 
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Future Information Warfare Threats:
• Alternative Facts become Alternative Realities
• Psychological Targeting 

• Emotional Hacking in Underlying Systems / Cultural Exploitation 
• Individual Psycho-Targeting for Military Gain
• Psycho-Targeting of Country Cultures to Enable Disorganization

• Increased Divisiveness Creates Political Localism
• Domestic Strife Leads to International Vulnerabilities 
• Breaking the Bio/Digital Divide

New Threat Actors:
• Information Oligarchs and Information Capitalism
• Elected Vigilantes

In the 20th century, the U.S. military viewed the state of conflict as a binary matter. We were 
either at war or peace.  Conversely, in the 21st century, the global population’s exponential 
adoption of powerful information technologies is causing cognitive effects that force 
military thinkers to approach conflict using a quantum perspective in which multiple states 
of conflict exist simultaneously from interactions across the digital, cognitive, and physical 
domains. To comprehend the future of conflict, it is necessary to move from a binary or 
Newtonian way of thinking and adopt Quantum state approaches where the nation can be 
both at war and at peace at the same time. The state of war or peace depends upon the 
observer, the circumstances, and context under which observations are made. 

In the future, the definition of battlefields, combatants, and adversaries will need to be 
remapped in ways that contradict and challenge existing procedures and doctrine. In the 
era of great power competition, commanders on future battlefields will need to converge 
all capabilities, both traditional and emerging information-related capabilities in novel 
ways across the competition, conflict, and return to competition phases of multi-domain 
operations. This report provides examples of future threats intended to assist commanders 
in envisioning what conflict could plausibly look like in 2028. It is a strategic foresight tool 
intended to encourage further analysis and study of future information warfare threats. 
The report does not capture all possible threats, but it does present a number of plausible 
threats and actions the military can take to disrupt, mitigate, recover, and defeat  future 
information attacks. 

1 Training, US Army, and Doctrine Command. "TRADOC Pamphlet 525-3-1 “The US Army in Multi-Domain 
Operations 2028,”." Training and Doctrine Command, Ft. Eustis, VA,(6 December 2018), viii–x (2018).
2 Army, U. S. "FM 5-0 The Operations Process." (2010).



Threatcasting is a conceptual framework and process (Figure 1) that 
enables multidisciplinary groups to envision and plan systematically 
against threats ten years in the future. Groups explore how to transform the 
future they desire into reality while avoiding an undesired future.3

Threatcasting uses inputs from social science, technical research, cultural 
history, economics, trends, expert interviews, and even a little science 
fiction. These various inputs allow the creation of potential futures (focused 
on the fiction of a person in a place doing a thing). Some of these futures 
are desirable while others are to be avoided. By placing the threats into a 
fictional story, it allows decision makers and practitioners to imagine what 
needs to be done today as well as four and eight years into the future to 

Social 
Inputs  

Begin 
Here

2017

Technical  
Inputs  

MitigateDisrupt 

Trends

T H R E AT C A S T I N G 
      A  B R I E F  O V E R V I E W 

THREATCASTING: A BRIEF OVERVIEW
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RecoverEVENT

Backcast

empower or disrupt the targeted future scenario. The framework also illustrates what flags, 
or warning events, could appear in society that indicate the progress toward the threat 
future.

Threatcasting is a human-centric process, and therefore the humans that participate 
in a threatcasting session are critical. Regardless of age, experience, or education, 
all participants are considered practitioners. Threatcasting is a theoretical exercise 
undertaken by practitioners with special domain knowledge of how to specifically disrupt, 
mitigate, and recover from theoretical threat futures. Additionally, a few participants are 
curated to be outliers, trained foresight professionals, and young participants for a fresh 
and multi-generational perspective in the groups. When using threatcasting on military 
problems, the mixture of participants should span academia, private industry, government, 
and the military.

3 Citation for Threatcasting paper

Figure 1



T H E I N F O R M AT I O N WA R FA R E             
T H R E AT C A S T I N G P R O J E CT

The goal of the Future of Information Warfare Threatcasting Project 
was to explore the coming decade’s emerging technological and cultural 
trends and envision plausible future threats from multiple perspectives. 
The project sought to illuminate emerging areas of strategic threat and 
potential investment, particularly relating to the proliferation of emerging 
intelligences, technologies, and systems that could considerably change 
the nature of the battlefield by 2028 and beyond.

In three Threatcasting Workshops a select group of practitioners from 
across multiple domains (security, academia, media, and technology) 
worked to envision these futures and explore what actions should 
be taken now to counter future IW threats. The final goal was to 
operationalize the finding for the Army and to determine what actions 
could be taken to disrupt, mitigate, and recover from these future threats.

The initial Threatcasting Workshop focused broadly across the globe 
and society, exploring the implications of IW on citizens, governments, 
militaries, corporations, and other organizations.  The main output from 
this session was the identification and definition of Information Disorder 
Machines (IDM) and their potential impacts on the future of the United 
States of America.
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The second Threatcasting Workshop 
narrowed the scope to focus specifically on 
IW within the context of The U.S. Army in 
Multi-Domain Operations 2028 concept (TP 
525-3-1).  The threats and findings from this 
session identified a range of possible and 
potential threats, illustrating a shift in the 
character of conflict.  

The third workshop collaborated with 
students and faculty at the Naval 
Postgraduate School in Monterey, CA 
during a Backcasting deep-dive on the two 
amalgamated future threat scenarios. This 
additional round of analysis specifically 

focused on outcomes from our previous 
two information warfare Threatcasting 
workshop and emphasized actions the 
Department of Defense (DoD) can target 
in the coming decade to disrupt, mitigate, 
recover, or defeat the cognitive and physical 
effects of information technology driven 
disinformation attacks during military 
operations.



C O M P O N E N T S F O R T H E F U T U R E 
O F I N F O R M AT I O N WA R FA R E

While there is currently no official U.S. government definition of 
Information Warfare, it is typically conceptualized as the use and 
management of information to pursue a competitive advantage, including 
offensive and defensive efforts.

“Information Warfare: Issues for Congress”  
Updated March 5, 2018  
Congressional Research Service  
R45142

The rise of the “Information Age” has seen greater connectivity, rapid 
access to personalized content and information, and a greater network 
effect across our social, professional, and academic lives. This increased 
connectivity also enables serious vulnerabilities. Along with the benefits 
of the information age, we should also recognize that actors, both 
benevolent and nefarious, can leverage increased access to information 
for strategic advantage. For the Army, this means that information 
exchange as well as network understanding and monitoring will become 
increasingly important, if not the biggest factors in warfare strategy in 
the coming decade.  This shift in battlefield from kinetic effects toward 
networked and information-driven effects is beginning to be explored by 
multiple arms of the military.

“The final development of Third Wave war may well be the 
conscious design of something the world has not yet seen: 
competitive knowledge strategies.”
Alvin and Heidi Toffler
Futurists and bestselling authors of Future Shock
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Both the RAND report and Threatcasting 
highlight and emphasize that the IW 
battlefield is rapidly evolving with the 
invention, restructure, and deployment of 
increasingly advanced technology. The 
expansion and integration of emerging 
technologies by military, industrial, 
government, and civilian systems such as 
Artificial Intelligence (AI), Virtual Reality 
(VR), Augmented Reality (AR), and Mixed 
Reality (MR), smart cities and environments 
as well as Internet of Things (IoT) devices, 
will significantly impact the size of the IW 
attack plane.  More importantly the interplay 
between these technologies will amplify 
the impact of attacks. As technologies 
become increasingly more interoperable, 
the opportunity for large scale systematized 
attacks grows. Given the growth of 
technological interoperability, the exact 
outcomes can be highly mutable. Through 
this report, we have identified several threat 
vectors that will assist in making potential 
threats more tangible.

The 2012 Air & Space Power Journal 
described this shift in battlefield thinking 
by outlining that “in today’s network-
centric battlespace, the victor must not 
simply attack and exploit the enemy’s 
cyber and communication systems at the 
tactical level but completely understand 
the information environment.”4  Deep 
understanding of the multi-faceted 
information environment is paramount 
to creating a strategic advantage for any 
military operation in the decade to come. 

Recently the RAND corporation 
investigated the future of IW, publishing 
a report titled Strategic Information 
Warfare: A New Face of War - bringing 
together a number of perspectives on the 
evolving nature of Information Warfare 
and its particular impact on U.S. defensive 
strategies. The report argued:

“Future U.S. national 
security strategy is likely to 

be profoundly affected by 
the ongoing rapid evolution 

of cyberspace--the global 
information infrastructure-

-and in this context by 
the growing dependence 

of the U.S. military and 
other national institutions 

and infrastructures on 
potentially vulnerable 

elements of the U.S. 
national information 

infrastructure”.5  

 4 Mark Ashley, “KWAR: Cyber and Epistemological 
Warfare—Winning the Knowledge War by Rethinking 
Command and Control,” Air and Space Power 
Journal 26, no.4 (July–August 2012): 58, http://www.
airpower.au.af.mil/digital/pdf/issues/2012/ASPJ-Jul-
Aug-2012.pdf.

 5 Strategic Information Warfare: A New Face of War. 
(n.d.). Retrieved from https://www.rand.org/pubs/
monograph_reports/MR661/index2.html.



Reflexive Control
Reflexive control originated as a Soviet idea in which one “conveys to an opponent 
specifically prepared information to incline him/her to voluntarily make the predetermined 
decision desired by the initiator of the action”.6  

In context of IW, reflexive control is a tactic which includes a sustained effort at shifting 
the behavior of specific targets by ingestion of specific data, where the ultimate goal is to 
get that target to achieve an action that is to their advantage - ideally without the target 
becoming aware of their manipulation. This method of attack plays fundamentally on the 
underlying cultural understanding, psychology, or dogma of the intended target - exploiting 
existing biases or creating new ones in order to manipulate behavior and actions.
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Information Disorder Machines (IDMs)
The emerging threat of IDMs lie in the unique pairing of their real-time microtargeting 
capabilities and the scalability of their macro effects.7  In the coming decade, advances in 
technologies like artificial intelligence (AI), machine learning (ML), quantum computing, the 
internet of things (IoT), smart cities, and autonomous vehicles in land, sea and air will enable 
adversaries of the United States to mechanize information disorder to influence, manipulate, 
and harm organizations or individuals at scale. IDMs will be targeted broadly at groups and 
geographies. AI and ML will allow for increased, if not complete automation, allowing IDMs to 
adapt in real-time down to the individual level, creating personalized attacks while operating 
at a mass scale. This is a direct threat to national and global security. The potential of IDMs 
poses a significant danger to the future of democracy in the United States of America.

IDMs specifically target the underlying social and cultural beliefs held by individuals, 
groups, and geographies. Leveraging knowledge unique to specific target groups, IDMs can 
manipulate, direct, or mask behaviors based on the ability to disseminate information in 
real-time across large populations. As humanity’s reliance on direct access to information 
and content increases, so do the vulnerabilities for the precise targeting and manipulation of 
that information.

6 Kowalewski, Annie. “Disinformation and Reflexive Control: The New Cold War.” Georgetown Security Studies 
Review, July 22, 2019. https://georgetownsecuritystudiesreview.org/2017/02/01/disinformation-and-reflexive-
control-the-new-cold-war/.
7 Johnson, Brian David. “Information Disorder Machines: Weaponizing Narrative and the Future of the United States 
of America.” Technical Report. 2019. Tempe, AZ: Arizona State University. https://threatcasting.com/publications/



They are destroying our holy sites…

Mamane stared at his phone with horror and 
disgust.  Under the tag #NoJustice there 
were videos, testimonials and postings from 
local civilians on the northeast border.  The 
UN forces occupying the region had targeted 
sacred sites...

The footage showed UN troops, mostly 
Americans, destroying holy sites, while 
prisoners sat on the floor, their hands zip tied 
behind their backs.  The women screamed.  
The troops laughed…

Mamane grabbed his friend.  “Look, look 
what they’re doing now…”

 Theodor glanced at his friend’s screen for 
a moment and then looked away.  “I can’t 
watch,” his voice was tight with rage.  “I can’t 
watch.  Did you see that their aid workers are 
vaccinating children with cancer? ”

 “We have to do something about it...” 
Mamane locked eyes with his friend.

“I know,” Theodor replied coldly. 

The mob outside the base continued to 

THREAT FUTURES

I N V I S I B L E F O R C E
A SCIENCE FICTION PROTOTYPE

UN Mission to North Africa 2030

It showed him the 
conflict behind the 
conflict.  The unseen 
battle between their 
code and our code.



grow.  Intelligence Officer MAJ Diego Garcia 
could tell the size by the volume of the 
chants and the amount of gunfire.  They 
were shooting in the air...for now...to show 
their rage.

The brigade wasn’t expecting the mob to 
grow so large, but it didn’t surprise Diego.  
He leaned in, watching the updates stream 
across the screen.

“See this,” he tapped a posting.

“What’s that?” Adele, his French counterpart 
with the UN mission, replied.

“See this whole string?” Diego continued.  
“None of it’s real...the deep fake content 
shows us raping women up here on the 
border.”

“The quality has gotten better,” Adele replied.  
“Even since last week…How did it get out?”

“That’s what I’m trying to figure out….”

Diego pushed aside the postings and pulled 
up INVISIBLE FORCE.  It showed him the 
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T H E B I L L  LU M L E Y S H O W
Fairfax, MD

 “Good evening everyone and welcome to the Bill Lumley Show, I’m your host and chief 
agitator Bill Lumley...” the podcast began.  About fifty thousand listened live to Bill, but 
more than a million listened in the week following.

 “So, tonight's topic is...Why are we still involved with the UN?  I mean have you seen 
these reports coming out of the northeast border settlement.  They don’t want us there...
we don’t want to be there...I mean come on people how many more of our service men 
and women need to die? I wanna hear what you think...call me, post, go directly to our 
podcast...let’s fix this thing…”

(Red Pawn 3)

conflict behind the conflict.  The unseen 
battle between their code and our code.  
Even if it was hard for Diego to discern who 
they were...

“It looks like someone got directly into the 
network,” he said after some searching.  
“This whole thing is a mess,” he grunted.

Adele’s phone buzzed in her pocket.  Pulling 
it out she checked to see if it was her mother 
in Paris posting about her father’s surgery...

Diego didn’t take notice.

“MAJ Garcia, sir,” CPT Schultz rushed into the 
room.  “The locals...the mob sir...we have a 
problem…”

It was then that Diego heard the change in 
the gunfire...they were no longer shooting 
into the air…

Before they could move, the inbound rocket 
struck the room killing all three soldiers and 
wounding two others nearby. 



I N F O R M AT I O N  
WA R FA R E T H R E AT S

Information Warfare (IW) is a concept involving battlespace use, 
management, and the maneuver of information and related technologies 
to gain competitive advantage over an adversary. The following threats 
engage predominantly within the social / cognitive area of the IW 
framework. While unique, each threat vector carries certain nuances that 
will illuminate distinct differences in either the preparation for, engagement 
with, or understanding of potential emerging threats. These vectors 
will utilize advancements in technological platforms, including artificial 
intelligence (AI), machine learning (ML), virtual reality (VR), augmented 
reality (AR), mixed reality (MR), the Internet of Things (IoT), and smart cities 
technologies. 

The threats identified in the IW Threatcasting Project demonstrate how 
IDMs will be engaged within a broad attack network - both foreign and 
domestic. The novel aspect of these social / cognitive IW threat vectors 
is their focus on leveraging, disrupting, or manipulating underlying belief 
mechanisms that reside within citizens and military personnel alike, in 
ways that digitally manipulate physical behaviors. No longer will attack 
strategies solely target an identified digital or physical target but will target 
the underlying psychology of the target’s operator first - allowing a much 
more pervasive and culturally destructive attack to take place long after 
initial contact
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I N F O R M AT I O N  
WA R FA R E T H R E AT S



THREAT:

A LT E R N AT I V E FA CT S 
B E C O M E A LT E R N AT I V E 
R E A L I T I E S

Several threat futures identified situations where immersive content 
becomes the only content for individuals, yielding ever more real worlds 
that are based on virtual curation and manipulation of existing biases. 
Manipulation focused on subtly introducing and reinforcing ideas that 
challenge election security, confidence in democratic institutions, and 
vulnerabilities inherent in social media platforms – particularly through the 
viability and wildly unchecked use of fake news. 

In these situations, subjects confuse the online world of extreme 
echo-chambers for the real world, being reflexively controlled based 
on confirmation of their radical. IDM’s adjust and elevate the targeted 
individual’s biases by exploiting the gap between the pervasive deep fake 
content they consume and societies technical abilities to disprove the 
truthfulness of the deep fake .8
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8 Raw Data Examples in Appendix: extreme information divide specifically to take down democratic process 
(purple pawn 2, black pawn 2), seeding discontent to open up business lanes (red pawn 3).
9 Abrams, Steve. “Beyond Propaganda: Soviet Active Measures in Putin’s Russia.” Connections 15.1 (2016): 5-31.
10 Raw Data Examples in the Appendix : sub- or inter-conscious propaganda (orange pawn 3, teal pawn 2, teal 
pawn 3, red pawn 1)

1. Emotional Hacking of Underlying Systems / Cultural 
Exploitation 
Future attacks will target cultural undercurrents as vulnerabilities; exploited 
particularly through subconscious introduction of new mantras in gamified 
digital environments to sway participants toward mal-intended outcomes. 
This cultural exploitation also takes the form of manipulating belief 
systems through propaganda-like sub- or inter-conscious messaging via 
immersive streaming platforms. 

Several threat futures focused on deliberate and longitudinal manipulation 
of education systems as an active measure within the auspices of 
information warfare that move beyond traditional propaganda.9 These 
temporal attack vectors implement strategies that subtly work to revise 
recorded events to shift the targeted public’s thoughts and beliefs in a 
manner that support the goals and objectives of the attackers. Active and 
continuous information manicuring effectively alters or erases aspects of 
digital history as a form of damnatio memoriae10. 

THREAT: 

P S Y C H O LO G I C A L 
TA R G E T I N G 



“They just don’t care anymore...” SFC Joe 
Gilbert sighed, leaning back in his chair, 
tilting his head up to the ceiling. He was tired 
and his eyes hurt from reviewing the day’s 
training data.

“Did you see what they did last night...when 
they thought we weren’t paying attention?” 
SFC Phil King replied. He too had his head 
tilted to the ceiling. “It was your boy Antoni.  
They say he was the one who started it…”

“No what?” Joe clicked off the full VR from 
his glasses so he could see Phil. “I didn’t see 
anything…”

“You didn’t see it?” Phil clicked off the VR 
and shook his head. “Antoni was down at 
the bar last night saying how everyone in 
his country wanted us to leave and if we 
didn’t leave then it would be up to him and 
the rest of them in the bar to kick us out...I 
can’t believe we are wasting our time in this 
place…”

“It doesn’t surprise me,” Joe replied. “I barely 
see Antoni anymore…”

“Well we’re going down there tonight…” There 
was an angry pause in Phil’s voice. “I wanna 
see what they say when we’re there…”

THREAT FUTURES

A C R O S S A  D A R K C H A S M
A SCIENCE FICTION PROTOTYPE

Training Area in Eastern Europe - 2030
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It was past midnight and Joe walked quietly 
down the hall of the empty training center.  
He was tired but couldn’t sleep again...it 
had been weeks since he had a good night’s 
sleep.  He didn’t want to talk to anyone, so 
he’d taken to pacing in the center until he 
passed out.

What were tonight’s troubles? Joe couldn’t 
understand why Antoni would say that.  
They had been training partners when Joe 
arrived three months ago for the emergency 
deployment training. They were friends 
once…

Joe turned the corner and froze.  There was 
another person in the center. 

“I know you are sleeping with my sister,” a 
familiar voice said.

“What?” Joe replied, turning on the light.  
“Is that you Antoni?  What are you talking 
about…”?

“I know you are sleeping with my sister…I’ve 
seen your posts…I’ve seen what your 
buddies have been saying about us…” Antoni 
repeated, his hand shook as it hovered 
over his side arm. His eyes were tired and 
bloodshot.

27

The sight of the gun put Joe on alert.  “Is this 
a joke?  What are you talking about?  I don’t 
even know your sister...I’m married...you 
know that...my wife is back at Fort Bliss…
What posts?” He tried to get a reaction out of 
Antoni, but he looked dazed. “Is this a joke?  
Is this about what you said at the bar last 
night?”

“I don’t drink,” Antoni replied flatly. “You know 
that…”

Both soldiers stared at each other tensely 
across a wide dark chasm.  Each stood in his 
own reality. The distance between them was 
electric and dangerous.

The two men heard sirens in the distance.  
They didn’t yet know that a fight had broken 
out at the bar. Nor did they know who had 
been subtly, daily widening the dangerous 
chasm that separated them.

Both soldiers stared at each other tensely 
across a wide dark chasm.  Each stood in 
his own reality. The distance between them 
was electric and dangerous.



THREAT:

P S Y C H O LO G I C A L 
TA R G E T I N G 

2. Individual Psycho-Targeting for Military Gain
Through deep psychological profiling of cultural upbringing, belief systems, 
and the educational paradigms of specifically identified targets, bad actors 
manipulate actions of the targeted within a military construct. Discrete 
actions by individuals add up to a pervasive undermining of trust in digital 
military network and battlespace visualization tools. Adversarial knowledge 
about the psychological operations of their targets enable them to hack into 
the subconscious, turning loyal military personnel into unknowing inside-
actors through simple data point manipulations.11

3. Psycho-Targeting of Country Cultures to Enable 
Disorganization
The psychoanalysis of a country leads to exploitative opportunities based 
on the prevailing dogma within that nation’s cultural system. An individual’s 
priorities will often lie with cultural belief systems that have been built into 
a culture over generations. For example, in Japan it may be the importance 
of preserving family honor.  In the US it may mean preserving our interests 
in acting as protectors for our valued allies. Targeted attacks that exploit 
psycho-cultural vulnerabilities are effective at getting the targeted society to 
behave in ways that benefit the attackers (reflexive control) - particularly as 
a distraction while simultaneously conducting attacks on larger networks.12
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11 Raw Data Examples in Appendix: sinking a japanese ship she thought was russian (black pawn 3), sinking a 
friendly ship she thought was hostile (yellow pawn 3), non-military podcast propaganda (orange pawn 1)
12 Raw Data Examples in Appendix: US savior complex (purple pawn 3), japanese familial honor (yellow pawn 1)
13 Raw Data Examples in Appendix: military mistakes leads to national government distrust (yellow pawn 3), 
information siloing leads to secession talks (orange pawn 2)

Several threat vectors identified themes that involved instigating 
emotionally charged domestic debates and fomenting political strife as 
active measures. Threat vectors predict that states and local governments 
will become increasingly insular, opening up opportunities for adversaries 
to launch attacks that undermine social trust in political leadership at local, 
state and federal levels. Attacks of this nature will be purposefully limited 
to smaller geographical areas to avoid early detection. Information attacks 
designed to divide were found to be initiated in multiple geographically 
bounded areas while simultaneously rippling across all levels of 
government with the goal of destabilizing crumbling democratic systems 
from the bottom up.13 Current examples of this phenomenon are the current 
successionist movements found in California and Texas. Adversaries will 
deploy IDMs that exploit the fissures between parties on both sides of this 
issue in the future.

THREAT: 

I N C R E A S E D 
D I V I S I V E N E S S C R E AT E S 
P O L I T I C A L LO C A L I S M



Denver Police Chief Olivia Marsh waited 
in the governor’s office. She was not a 
patient woman, but she didn’t have a choice.  
Governor Len Barker was late. Len was 
always late.

The media and a crowd had already started 
to gather on the front steps on the steps of 
the Colorado State Capitol building.  Just 
to be safe Chief Marsh shut down Grant, 
Lincoln and 14th Ave. She wasn’t expecting 
trouble but these days…

“The Antifa faction in Portland, Oregon 
has occupied all of downtown from the 
Willamette River up to NW 23rd ave,” Ashwini 
continued her report.  he young woman 
was an aid to Governor Barker, specifically 
tasked to monitor the protests and violence 
around the presidential election. “Arizona, 
New Mexico and Texas have all committed 
to move forward with their local secession 
votes even after the Supreme Court ruling..”

“That was expected…” Chief Marsh replied.  
This briefing wasn’t scheduled but the 
Governors staff was trying to keep her busy 
while Len made his way through traffic.

“Yes ma’am,” Ahswini nodded nervously.  

THREAT FUTURES

C O N S E N T O F T H E G O V E R N E D
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“The race riots in Richmond have disbursed 
but the White Power faction has said they 
are going to Atlanta. The President is calling 
on the internet carriers to cut off service…”

The United States was pulling itself apart 
little by little, protest by protest, riot by riot.  
What had been simmering on the internet 
for years with only small flash points had 
become widespread and violent at the start 
of the election year…

“Governor Barker is pulling up,” another 
staffer stuck his head in the office.  “He says 
he’ll meet you by front security.”

Chief Marsh rose from her chair.  With a sigh 
she breathed, “Let’s get this party started…”

Chief Marsh approached the microphone.  
Governor Barker stood behind her a little 
to the left.  She scanned the steps of the 
Capitol Building packed with media and 
interested onlookers.

“All of you who know me,” she began.  “And 
those of you who don’t will learn real quick 
that I don’t beat around the bush.  I’m going 
to say a few words and then Governor Barker 
here will say some remarks.  I will not take 
questions…” she paused, glancing over her 
shoulder.  “I’ll leave it to the Governor to 
decide if he will take questions.”

While Chief Marsh spoke camera flashes 
flickered incessantly.  All cameras and 
microphones were pointed squarely at her 
face.

“Ok...” she continued.  “I am officially 
announcing today that the city of Denver and 
indeed the state of Colorado will hold local 
and national elections as scheduled.  We are 
aware that the President of the United States 
has moved to delay federal elections in light 
of recent unrest and violence... However, the 
state of Colorado believes that democracy 
needs to be done.”

“You don’t have the authority,” a voice yelled 
from the audience.

“Has the President made good on sending in 
the Reserves to delay the elections?” another 
asked from the reporters.

Chief Marsh paused then continued.  “I 
will not be answering questions at this 
time.  Suffice it to say Colorado believes in 
democracy and we will call on other states to 
uphold the Constitution...Now I will turn over 
the mic to Governor Barker…”   

(Black Pawn 2)

The United States 
was pulling itself 
apart little by little, 
protest by protest, 
riot by riot. 
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THREAT:

D O M E S T I C S T R I F E  L E A D S 
T O I N T E R N AT I O N A L 
V U L N E R A B I L I T I E S 
Informational threat actors will continue to exploit the rise of populism within democratic 
societies based on trends in mass immigration, climate change, ideological differences, 
and political polarization. The U.S.’s adversaries will continue to reinforce this phenomenon, 
both domestically and internationally. The purpose of these information tactics are 
reflexive control mechanisms designed to sow chaos and create division among diverse 
populations in democratic nations. The confusion created from these events are intended 
to defeat any measure of efficient and popular consensus between the multiple parties 
that normally control power within democratic societies. Threat actors will exploit the 
high degree of free speech and loosely regulated use of social media platforms found 
in western democracies. The effects of these attacks will continue to reinforce political 
polarization between trusted media sources both locally and domestically. 
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14 Raw Data Examples from Appendix: biological Typhoid Mary via social media streams (red pawn 2)

Increased populism within the U.S. 
will continue to polarize the political 
process - causing delayed understanding 
and decision making in both domestic 
and international affairs. Nation-state 
threat actors will capitalize on the U.S.’s 
crippled sense of understanding and 
decision to achieve their strategic goals 
and objectives while experiencing little 
military or diplomatic resistance from 
America or her allies. Adversaries will 
continue to propagate disinformation 
across America’s political, cultural, and 
ideological echo-chambers. This polarizing 
strategy is a distraction mechanism that 
feeds disinformation intended to fuel 
anger, fear, and chaos throughout the 
U.S.’s diverse population. Threat vector 

narratives found in this research illustrate 
techniques in which adversaries use subtle 
and nuanced disinformation techniques 
that simultaneously stir the emotions of 
diverse groups at the local level within the 
U.S. These attacks are varied, powerful, 
and often disconnected from national 
media sources. Localized disinformation 
attacks using advanced technologies, such 
as deep-fake content, will cause cultural, 
social, economic, political, and geographic 
fissures across the U.S. that adversaries will 
continue to reinforce and exploit. If these 
attacks continue to remain unchecked, 
U.S. sovereignty over its boundaries, 
populations, and regional control could be 
assumed by adversarial threat groups.14 



THREAT: 

B R E A K I N G T H E B I O/
D I G I TA L D I V I D E
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In a future where physical and digital 
worlds are converging using advanced 
technologies; the biological world is 
not immune. The separation between 
biological and digital worlds will crumble 
through the adoption of technologies, such 
as bio-chipping and augmented reality, 
significantly increasing the intersection 
between these worlds as an attack plane. 
As global populations adopt bio-chipping to 
enhance performance, manage vulnerable 
organs, and monitor human activities it will 
present new vulnerabilities. Threat actors 
will use similarities between digital and 
biological codes, particularly in bio-chipping 

devices, as new dissemination networks for 
perpetrating viral attacks using biomimicry. 
The U.S. military’s adoption of these 
technologies will be extensive and present 
the same inherent technical vulnerabilities 
found in the commercial-off-the-shelf 
(COTS) devices used by non-military 
populations. The expanded digitization and 
networking of the biological world through 
human implanted network devices, greatly 
increases the information attack plane 
creating the potential for powerful new 
and viral bio-digitized attacks that create 
a whole new attack dimension on future 
battlefields. 

15Raw Data Examples from Appendix: biological Typhoid Mary via social media streams (red pawn 2)



“I don’t know why they always put us in that 
hotel…” Birdie Sittenfeld tried not to yawn but 
couldn’t help it.

“I think they did a deal like a year ago,” Shelia 
replied flatly.  The two flight attendants 
had slept poorly and had to get up early for 
the flight to New York they were working 
together.

“I didn’t get but a few hours,” Birdie yawned 
again.

When they reached the gate, it was still 
empty. 

“You want a tea?” Shelia asked.

“That would be lovely dear,” Birdie nodded.  
“Two sugars please.”

Sheila left her bags behind and walked 
deeper into the terminal.  Birdie looked up at 
the TV screen just as it switched to breaking 
news.

“We have breaking news from Helena 
Montana and the site of the Montana State 
Capital Occupation…”

Images of the embattled building flashed on 
the screen...smoke rose from the dome…

“Extremist activists who have been 
occupying the state capital for the last 
ten days have cut off communication with 
police, calling them a part of the conspiracy.  
That in fact the police were behind the 
BioChip Plague... Local law enforcement and 

THREAT FUTURES

PAT I E N T 00110000
A SCIENCE FICTION PROTOTYPE

Charlotte Douglas International Airport, Charlotte, NC - 2030

“Extremist 
activists who have 
been occupying 
the state capital 
for the last ten 
days have cut off 
communication 
with police, calling 
them a part of the 
conspiracy. 
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the national guard are preparing to enter the 
building... “

Armored vehicles moved across the front 
lawn.  Spotlights slashed through the early 
morning darkness…

“Those poor people,” Birdie said out loud and 
touched her chip.  It had always had a funny 
little scar around it...ever since she was a 
little girl.  

“This is yet another violent turn in this 
evolving story around the mysterious BioChip 
Plague... as many have been calling it,” the 
report continued. “Protests have broken out 
in Seattle, St. Louis and Atlanta.  In many 
cities in the north east, parents are keeping 
their children home from school...the unrest 
has worsened at the southern border as 
major infrastructure failures have…”

Something was happening in the terminal.  
The early morning quiet started to rustle 
with movement.  Birdie could see movement 
near the coffee shop where Sheila had 
disappeared.

“Attention...attention…” The PA system 
began.  “For your safety, please shelter in 
place...Attention...Attention…”

Figures in bright orange hazmat suits ran 
towards Birdie.  They were followed by 
emergency carts and ATVs with large rolls of 
plastic.

“Birdie Sittenfeld!” one figure with a 
megaphone bellowed.  “Birdie Sittenfeld!  Do 
not move!  I repeat, do not move!”

Birdie was frozen in fear.  Teams were 
clearing out all the other terrified people in 
the terminal.

“Are you Birdie Sittenfeld?” one asked 
through his protective visor.  He was out of 
breath and the mask was fogged up.

“Yeh...yes.” Her knees began to shake.

“I have her!” the man yelled into his headset.  
“I have her!  Patient Zero is in Terminal B...
Gate 85...we are clearing and securing the 
area…”

“What’s wrong,” Birdie shook all over as the 
team surrounded her.  Some began to unroll 
large sheets of plastic.

“I told you that plastic is not going to help,” 
someone yelled. “It’s digital…”

“Ms. Sittenfeld,” a woman, also in a hazmat 
suit approached.  “Were you in Athens 
Greece on the 12th of August this year?”

“We know that,” the man blurted out.  “You 
don’t need to…We checked her route!  They 
all match up...”

“I need to verify…” the woman snapped back.  
“We don’t even know what this BioChip 
Plague thing is…”    

Birdie got dizzy.  She remembered the trip to 
Athens with friends...it had been wonderful...
but all those cities…

She remembered the reporter’s voice...  
Seattle.  St. Louis.  The southern border…  
San Diego. San Antonio.  Those were all a 
part of her route...Patient Zero...that terrible 
plague…

Birdie lost consciousness.

“I told you that plastic won’t help!” someone 
yelled again.

(Red Pawn 2)
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N E W T H R E AT A CT O R S
The world’s evolving technical landscape creates the continuous 
emergence of new threat actors. While state-sponsored and independent 
terror actors will continue to populate the landscape, new bad actors of 
all different types will emerge due to the expansive adoption of network 
technology installed in nearly every device and increases in the world’s 
technically educated population. Not only will data and information 
become new bargaining chips, but the systems that enable access and 
set precedent around cultural norms for data usage will become part of 
the playing field. New tactics will emerge for the use and misuse of these 
systems, dissolving rules around who can use what tactics, and blurring the 
lines between criminal actions and lawful usage. 
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16 Raw Data Example from the Appendix: information capitalism - textbook content manipulation (teal pawn 
1) info oligarchs and urbanized access priority (purple pawn 1), control of non-critical infrastructure toward 
large scale behavior manipulation (black pawn 1)

17 Raw Data Example from the Appendix: govs taking cues from criminal actors (yellow pawn 2), and govs 
acting like criminal actors (purple pawn 3)

With the generation of increasing amounts of data and supportive 
platforms, businesses will capitalize on the emerging information trade 
market. Owned information creates an information access divide, 
particularly surrounding the urban / rural technology split. Those leaders 
that created early dominance are now realizing the power inherent in data 
stewardship. Information, content, infrastructure, and access will all be 
manipulated, controlled, and distributed putting capitalist values ahead 
of public access rights. The power of control over data and information 
access will be corrupted, exploited, or otherwise turned toward causing 
harm with impacts at a larger scale. 16

Taking cues from hacktivist campaigns, governments will enter a new era 
of social and political manipulation. As boundaries both digital and physical 
continue to blur, the boundaries between government and criminal actors 
similarly blurs. Governments and public organizations will turn toward 
tactics traditionally used by criminal organizations for the express purpose 
of maintaining public safety. Using these means, however, will open up 
these systems for misuse, attack, or exploitation for nefarious means.17 

THREAT ACTOR: 

I N F O R M AT I O N O L I G A R C H S A N D 
I N F O R M AT I O N C A P I TA L I S M

THREAT ACTOR: 

E L E CT E D V I G I L A N T E S



The threat landscape explored by the IW Threatcasting Project uses a 
functional model to describe and explain the future of conflict and the 
changing character of war in the 21st Century.

The Information Warfare Framework (IWF) illustrates the components of 
Information Warfare, categorizing them into distinct domains of conflict; 
the physical, information, and social / cognitive domains. These domains 
and their intersections with one another create a holistic picture of 
plausible conflict trajectories for IW. (Figure 2.) Each domain is important 
to consider individually, but it is at the intersection of all areas where we will 
find the most integrated understanding of IW and its potential impacts.

T H E I N F O R M AT I O N 
WA R FA R E F R A M E W O R K 
( I W F):  A  M O D E L F O R T H E 
F U T U R E O F C O N F L I CT
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This kind of framework has been used 
in the past to explain the workings of 
Cyberspace for an organization or firm. 

“Cyberspace consists of three 
interdependent physical, informational, 
and cognitive dimensions. These 
dimensions continuously interact between 
systems, individuals, and organizations 
both within and beyond the firm.

Physical Dimension: Devices, wired and 
wireless networks, and sensors of both 
information technology and operational 
technology

Informational Dimension: Data, 
information, knowledge, and software 
(semiotic perspectives of human 
perception)

Cognitive Dimension: The human mind; 
employees, customers, rivals, and 
stakeholders (sensemaking and meaning 
making)

“Technology is a strategic asset not only 
for the firm, but also for hackers who 
understand how to leverage a firm’s own 
technology investments to facilitate theft, 
hijacking, and manipulation of a firm’s data, 
knowledge, and core capabilities for profit. 
A lack of an adaptive cyber capability puts a 
firm at risk but building a dynamic adaptive 
cyber capability can lead to significant 
reward outcomes, and can facilitate the 
growth of new capabilities and resources.”18 

Increasing technological complexity and 
a widening informational attack plane 
reveals that this expanded functional 
model is needed to understand conflict in 
the 21st century.   We are not asserting 
that the nature of war is changing but 
that the methods in which war is being 
waged are changing and in profound ways. 
Increasingly powerful, cheap, and easily 
accessible information technologies are 
being leveraged and will continue to be 
leveraged in novel ways on the 21st century 
battlefield. These changes require an 
expanded mental model for understanding 
shifts in the ways and means in which 
current and future conflicts are being 
prosecuted.

18 Schwartz, T. Schuff D.  “The Cyber-Based View of the Firm - A FRAMEWORK FOR SURVIVAL IN THE 
INFORMATION ECONOMY”. The IBIT Report - A Publication of the Institute for Business and Information 
Technology. 2018



In the 20th century, the U.S. military viewed 
warfare using an analogy introduced by 
Clausewitz in On War, in which he compares 
warfare to  “a pair of wrestlers” that through 
the use of “physical force each tries to 
compel the other to his will.”19   Military 
understanding of conflict resided on the 
continuum between war at various different 
levels of physical conflict or in a state 
of peace in which there was no physical 
conflict. Overall, 20th century warfare was 
viewed as a binary in which the military 
was either at war or peace. However, in 
the 21st century, we see rapidly increasing 
information technologies, the expanding 
impact of these technologies, and the 
cognitive effects these technologies have 
on societies as ushering in a new state of 
conflict. 

The U.S. military can no longer afford 
to view conflict as a binary state. As 
demonstrated in early 21st century wars, 
conflict must now be viewed using a 
quantum state perspective. Conflict is no 
longer an either/or decision, our research 
establishes that conflict in the 21st century 

F R O M B I N A RY T O Q U A N T U M
resides in two states simultaneously in 
which nations’ can be both at war and 
at peace. Information Systems can be 
both secure and hacked at the same time 
depending upon who is investigating the 
system. Consumers of information can 
also believe or disbelieve the information 
they are consuming based on their bias-
driven perspectives, regardless of facts, 
and dependent upon whether the conveyed 
narrative supports their beliefs. Therefore, 
truth, untruth, and belief in neither, all reside 
simultaneously within the minds of people.

To comprehend the future of conflict it 
is necessary to move from a binary or 
Newtonian state perspective to a Quantum 
state perspective in which a state of war 
and peace exists simultaneously. The state 
of war or peace depends upon the observer, 
the circumstances, and context under 
which the observers perceive information. 
In the future, the definition of battlefields, 
combatants, and adversaries will need to 
be remapped in ways that contradict and 
challenge existing strategies, procedures, 
and doctrine.
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While each domain of the IWF contains 
potential threats to investigate for 
the future, the more complicated and 
dangerous may be the social / cognitive 
domain as it relies necessarily on the 
human target. Concerted focus in this 
report has been given to outlining key 
threats that engage specifically within the 
social / cognitive realm of IW in order to 
illuminate potential future threats. These 
threats will have additional implications for 
the information and physical domains and 

should be used as an initial investigation for 
further exploration. 

Much of this report will focus on the social 
/ cultural aspect of the IWF as most of the 
Threatcasting Work session scenarios, 
threats, and takeaways highlight this aspect 
of IW. The focus of this report, however, 
does not preclude or discourage directed 
investigation into other realms of the IWF. 
Investigation into the full IWF should be 
rigorously undertaken in order to best 
understand the future IW landscape. 

SOCIAL 
DOMAIN

IW

Behavioral Advantage

COGNITIVE 
DOMAIN

Cognitive Advantage

INFORMATION  
DOMAIN

Informational 
Advantage

PHYSICAL 
DOMAIN

Force Advantage
Position Advantage

REFLEXIVE 
CONTROL

Play on Convenience

PRECISION FORCE
Speed and Access

INFORMATION DISORDER 
MACHINES

Targeted Network Attacks
Epistemology + Cyber Attacks

19 Von Clausewitz, Carl. On war. Vol. 2. Jazzybee Verlag, 1956. P. 75
20 Adapted from Dr. Paul W. Phister Jr. and Mr. Igor G. Plonisch, Information and Knowledge Centric Warfare: The 
Next Steps in the Evolution of Warfare [Rome, NY: Air Force Research Laboratory, Information Directorate, n.d.], 7, 
http://www.dodccrp.org/events/2004_CCRTS/CD/papers/188.pdf.

Figure 2 20



I N F O R M AT I O N WA R FA R E 
 O P E R AT I O N A L I Z AT I O N

The third IW Threatcasting workshop concentrated on actions the 
Department of Defense could focus on in the coming decade to avoid, 
mitigate, or recover from the threats outlined above. The threats generated 
in the first two IW Threatcasting workshops served as an input to the 
backcasting exercise.  

Five potential areas for action and operationalization emerged from  
this workshop.

In 2030, the American 
“brand” will have decayed 

and have far less resonance 
than it has had in the 

post‑World War II eras.
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brand-image  n. the impression of a product 
in the minds of potential users or consumers; 
also transferred and figurative, the general or 
popular conception of some person or thing. 

In 2030, the American “brand” will have 
decayed and have far less resonance than 
it has had in the post-World War II eras. 
American ideals will not be as desirable.  
Alternative “brands” and ideals will become 
more favored to countries not yet at 
Western levels of development. China will 
become a popular technology trade partner 
within Africa. The dominance of Chinese-
made information technology in exchange 
for economic incentives and natural 
resource rights is a partnership that does 
not rely on democracy, capitalism, or other 
American values. 

• Despite efforts by military units at all 
echelons to partner with allied and 
future allied nations in military activities, 
there is a dearth of reinforcing activities 
from the diplomatic, economic, 
and national information programs 
that need to be leveraged to market 
America’s “brand” in the 2030s. 

• There are an insufficient number of 
foreign service officers and a lack 
of centralized national information 
programs and strategies available to 
provide alternative perspectives about 
American ideals. 

• The military will carry a significant part 
of the load as the “face” of America. 
However, soldiers are not trained for 
this role.  Generally the responsibility 
would fall to the Department of State.  

• Possible areas for exploration: Review 
and assessment of the role of “The 
American Brand”, specialized training, 
expanded recruiting, automated 
systems to augment human capital 
shortfalls, and face-to-face validation  
of relationships 

1. UNDERSTAND THE DECAY OF THE AMERICAN “BRAND”

21 Oxford English Dictionary.



Narrative n. a representation of a history, 
biography, process, etc., in which a sequence 
of events has been constructed into a story 
in accordance with a particular ideology 

grand narrative n.  a story or representation 
used to give an explanatory or justificatory 
account of a society, period, etc.22 

The ability to “insert an American narrative 
into any system, at any time,” a goal offered 
by one of the Backcasting teams, is a wide 
exclamation of hubris, yet is relatively 
common in military strategies. 

This belief relies on the principles of 
democratic theory, meaning that the US/
western way of life should be superior 
to other ways of life because we have a 
democratic governance model. Additionally, 
if we want to be able to “insert our 
narratives” into another cultural system, 
it will not be in English and will need to 

be culturally nuanced and savvy for how 
those in the system receive narratives.  
This exposes  an overwhelming challenge 
the Department of Defense (DoD) faces 
in recruiting multilingual and multicultural 
savvy recruits from a national base 
composed primarily of a population that 
collectively undervalues these skills. 

A major strategic hurdle the U.S. must 
overcome to be informationally successful 
during multi-domain operations (MDO) 
is mastering the languages and cultures 
of our major global competitors (China, 
Russia, Korea, and Iran). The global impact 
of American movies, television, music, 
ideals, and culture have given these 
adversaries a considerable advantage in 
their understanding of the U.S. information 
landscape.  The U.S. current lack of 
understanding and talent puts it at a 
considerable disadvantage.  

2. CONTROL OF THE NARRATIVE
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In the future DoD strategists will need to 
consider “culture” and “society” not as 
singular items, but as complex and nuanced 
systems that do not lend themselves to 
annual combatant command reports. 
Constant and persistent evaluation of 
military actions in relation to current events, 
cultural artifacts, and the subtleties between 
groups arranged by race, ethnicity, religion, 
geography, and socio-economic status are 
not factors that can be lumped into a single 
term.

“Narrative insertion” will require our 
intelligence and cyber operations to be fully 
connected into every system. Both Russia 
and China have strategies to balkanize and 
isolate their information flows in order to 
stymie both technical and informational 
connections. 

• In late 2019, Russia demonstrated a 
proof of concept to isolate their national 
internet from the world.23

• In early 2020, China declared that 
textbooks not published in China were 
banned from its primary and junior 
high schools.  Continued technical and 
cultural firewalling will further challenge 
the DoD’s ability to insert our narrative 
anywhere, at any time.

 22 Oxford English Dictionary
23 Chowdhury, H. (2019, Dec 24). Russia's test-run for its alternative internet a success, says Kremlin. The Telegraph. 
Retrieved from https://www.telegraph.co.uk/technology/2019/12/24/russia-successfully-tests-sovereign-internet/



In the future IW threat landscape, it will 
become even more imperative that the 
DoD invest and discover new ways to 
protect its service members from external 
manipulation.  The Information Warfare 
Framework can help to deconstruct the 
potential for conflict in the three domains 
(digital, cognitive and physical).  From 
there specific actions can be taken to 
make the force aware of potential and 
possible attacks, especially when deployed.  
Protection measures will vary and need to 
be modified depending up what portion of 
the IWF three domains are attempting to be 
addressed. 

Potential Actions:  

• Implement regulations, training, or 
specialized/isolated information 
networks. 

◊ With the deluge of information 
available outside these proposed 
enclaves is overwhelming and 
impossible to contain. 

◊ Control is much tighter inside the 
DoD information space, at the risk 
of shielding our service members 
and families from alternate points of 
view contrary to DoD policy. 

◊ Understand that ultimately there is 
no way to implement full control on 
global social media

◊ Expanded training and measures to 
support family members of force 
who will also be targeted 

• A concerted government regulatory 
effort must be made to convince social 
media companies to develop a strategy 
to disrupt, mitigate and deal with the 
affects of fake and inflammatory 
content. Regulatory efforts need to be 
developed that encourage economic 
incentives for creating open platforms 
that simultaneously balance freedom of 
speech and privacy concerns.

3. PROTECT THE FORCE
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 Soft power n.  power (of a nation, state, 
alliance, etc.) deriving from economic and 
cultural influence, rather than coercion or 
military strength25 

Although technology solutions such as 
algorithms that detect deep fakes or 
discover social media manipulation will be 
necessary and vital to understanding the 
fight for truth, people are often better at 
verifying truth with their own senses.  But 
we also must remember that these senses 
can be easily tricked without alternative 
information sources. 

Potential Actions:  

•  Employ Human-cyber teaming systems 
that can be more acurate than either 
humans or algorithms alone

• The future of conflict will be 
informational and the DoD must 

consider moving away from its heavy 
reliance on kinetic strategies in the 
physical environment. 

• Beating the growth of China’s soft 
power approaches in Africa requires 
competitive alternatives to Chinese 
products and military strategies that 
lead with information warfare. 

• The US will require a “whole of 
government”, “whole of society” 
and possibly “whole of western 
democracies” strategy to counter 
informational attacks by state and 
non-state actors against our nation and 
its institutions. However, the US does 
not need to adopt strategies that use 
deceitful techniques, such as lies or 
deep fakes content. 

4. COUNTER THE TIDE OF SOFT POWER

24 Cheung, E. (2020, Jan 8). China bans foreign teaching materials in public schools. CNN. Retrieved from https://
edition.cnn.com/2020/01/08/china/china-schools-foreign-ban-intl-hnk-scli/
25 Oxford English Dictionary

Military strategies of disruption and delay 
are not often favored as the first choice 
when developing responses to adversarial 
actions, but what the US currently needs is 
time for governance, research, and values to 
catch up with the speed of technology. 

A potential action could be to explore 
disruption and delay information strategies 
that the military can implement while 
diplomatic, economic, and other whole-of-
government approaches tackle the long 
game.

5. DISRUPTION & DELAY STRATEGIES



F U T U R E 
 T H R E AT I N D I C AT O R S 

Analysis of the raw data and emerging themes from the three IW 
Threatcasting workshops revealed a number of threat indicators for IW and 
the future of conflict. 

One unique set of indicators spanned many scenarios in which cultural 
belief systems were used as a new manipulation device. These belief 
systems helped to drive individual and group actions with nearly automatic 
decision making and neuro-prioritization allowing people to be manipulated 
across and regardless of geographies, affiliations or beliefs  . By 
manipulating information that directly relates to cultural belief systems, or 
decisions based on cultural belief systems, bad actors gain unprecedented 
access to the psyche of intended targets – not only impacting immediate 
behavior but longitudinal outlook as well. Many of these implications are 
interrelated, and can be combined to create networked implication systems 
affecting lay citizens and military personnel alike.

FUTURE THREAT INDICATORS
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The Threatcasting process not only maps possible and potential threats 
10 years in the future but attempts to identify the flags (indicators) that 
serve as signals or trends indicating a specific threat future is underway.  
Sometimes referred to as “signals”26  these flags can give an early warning 
that a possible and potential threat future is in-flight or beginning to form. 
Often, flags are sequential with less apparent precursors already in effect, 
and the more alarming flags still over the horizon. It remains unsolved how 
best to monitor them at scope and scale.

Definition: Flags

26 Webb, Amy. The Signals are Talking: Why Today's Fringe is Tomorrow's Mainstream. PublicAffairs, 2016.



F L A G S
The implications from the IW findings reveal a palette of flags, or events and realized 
situations,identified directly and indirectly from the threat future data that gave us specific 
areas to progressively monitor for possible threat futures. Marshall et al. proposes that 
the progression of disorder is always subjective and therefore, the flags that forecast the 
imminent threat, may also be subjective.

The following flags are grouped into specific areas or domains so that these can be 
monitored for indicators that the flags have happened.  These categories are designed 
to help practitioners utilize and apply the flags to their work.  They are not meant as a 
definitive classification.  In fact, many flags can be categorized in multiple domains.  Each 
of the flags below are micro-indicators that the threats outlined in this report are being 
to emerge.  Often the flag will build off each other, giving the DoD multiple early stage 
indicator to prepare for the threat. 

SOCIAL 

• Increasing opacity of algorithms 
directing people’s behavior in real life, 
and a decrease in corporate desire for 
transparency

• Biometric measurements become 
standard procedure for identity 
verification (voting, internet usage, 
monetary transactions, etc.)

• Credentialing of internet of things (IoT) 
device information sources (accredited 
media) started to be used to counter 
dis-, mis-, and malinformation

• Free speech is continued to be 
privatized to the point of intellectual and 
cognitive “solitary confinement” 

• Continued split of communication 

channels along cultural, partisan, 
geographic and ideological lines 

• Emerging reliance on immersive 
technology (AR/VR/MR) as 
communication dissemination 
platforms 

• Growth in pro-Chinese messaging 
in the local environment along with 
information environment observation of 
pro-China shaping of the global stage

• Increasingly unethical use of 
technologies in novel ways; troll 
farms, deep fake content production 
(disinformation)

• Adversarial media outlets develop 
narratives that counter reality and 
support their national influence 
campaigns
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• Governmental imposition of free speech 
limits on media/data companies

TECHNOLOGICAL

• Emergence of automated (AI driven) 
deep fake generation

• Evidence of successful low level deep 
fake attempts, integrated into the 
operating environment

• Emergence of automated information 
distribution capabilities making 
attribution more difficult

• Increasing targeted advertising, 
specifically involving political 
recommendations via search engines, 
ads and social media

• Increasing opacity of the algorithms 
directing people’s behavior in real life, 
and a decrease in corporate desire for 
transparency

• Increasing interoperability of platforms 
and systems - both military and civilian

• Exploitation of neutral gaming systems 
for messaging (emotional connectivity 
through gaming platforms)

• Emergence of human body implanted 
augmentations that translate digital 
information and are capable of 
generating physical/psychological 
effects

• Development of AI/ML with 
unconstrained access to global data 

by an authoritarian organization or 
government  – 

• Increasing lack of viable alternatives 
to Chinese owned information and 
communications technology providers 
in Africa

• Expansion of the great fire wall to 
include nations that adopt, purchase 
or accept information technology 
infrastructure with specific focus on 
the expansion into social netowrks and 
computing

• Global expansion of Chinese owned 
networks that compete/replace other 
western networks

• Reliance upon Chinese owned networks 
by underdeveloped countries within 
their Belt and Road Initiative (RBI).27 

• Ability of Natural Language Processing 
to map regional and cultural dialects.  
Elimination of cultural clues and errors 
in speech.

ECONOMIC

• Foreign technology companies gaining 
access to and winning market share in 
the US (e.g. Huawei)

• Investments by both private and public 
sectors in media and data literacy

• Creation of an explicit data market

• Increasing influence of China’s Belts 
and Roads Initiative (BRI) using foreign 

27 Cai, Peter. "Understanding China’s belt and road initiative." (2017).



national debt for leverage and influence  
(e.g.Venezuela and Sri Lanka28 )

• Foreign nations begin to build alliances 
and partnerships for technological 
or security motivations that then 
influences broader domestic actions 
(e.g.  China outspends, Russia out 
arms)

• Example: China lends capital and 
technology for infrastructure projects 
and then uses Chinese labor over local 
labor

• China able to gain economic control 
in host nation through long term loans 
for infrastructure projects based on the 
price of host nation’s commodities

• Reduction in funding and manning 
for the Department of State and other 
diplomatic engagement tools.

• Increasing Chinese control over natural 
resources and population information 
control

• Black market that operates outside 
of Chinese social credit system.  
Characteristics could include digitally 
segregated or analog or a hybrid.  Initial 
emergence on the Dark Net 

ENVIRONMENTAL

• Destabilization from climate events 
continue and broaden

• Extreme or heightened urbanization 

• Increased division in ideologies 
between urban and rural environments

POLITICAL

• Degradation of political action oversight 
(“the law doesn’t apply to me”)

• Shift or Drift in the rule of law

• Local laws gain more support than 
national or constitutional laws

• State constitutions override federal 
decisions

• Campaigns that focus of regionalism 
(e.g. Cascadia, Jefferson state)

• Specific calls for states or region to 
secede

• Establishment of an anti-democracy 
party within the US 

• Proxy battles between nation states 
increase in the information realm (e.g. 
Russia using Ukrainian separatists 
to attack the legitimate Ukrainian 
government enables plausible 
deniability)

• Increasing domestic (USA)  terrorism 
that sees fewer lone wolves and more 
groups or organized cells.

• Formation of new international 
conglomerates (Mexico / China / 
Russia)

• Increasing misinformation campaigns 
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or political communication focused on 
countries 

• Changes in country’s information warfare 
strategies.

• Example: Changes in Hong Kong 
strategies could indicate future 
techniques, tactics, and procedures

• Global Ideological Shift: Chinese whole 
of nation approach gains prominence as 
opposed US separation between political 
and economic agencies/institutions

• Increasing legal/regulatory limitations on 
data operations within US/targeted to US 
Citizens

MILITARY

• Increasing adversary ability in space that 
leads to increased control over ground 
level perspective

• Emergence of Chinese willingness to use 
proxy forces, providing information to 

lethally attack US forces

• Increasing Chinese force projection 
capabilities with increasing presence and 
capabilities outside of mainland China

• Increasing insider threat behavior

• Increase of non-discriminate targeting of 
families / soldiers - mission distraction

• Increase of discriminate targeting of 
families / soldiers - create polarization in 
forces

• Increase of adversarial deception 
operations through social media and tech 
applications

• Adversary begins to collect and attack 
units and leaders at the tactical level 
to include individual and personalized 
targeting

• Spread of a culture of willful ignorance 
inside the military, moving away from 
shared understanding of virtues and vices

28 Brautigam, Deborah. "A critical look at Chinese ‘debt-trap diplomacy’: The rise of a meme." Area Development 
and Policy 5.1 (2020): 1-14.



P O S S I B L E A CT I O N S
(DISRUPTION, MITIGATION AND RECOVERY)

The Threatcasting Workshop uncovered not only threats and flags but also actions that 
could be taken to help mitigate, disrupt, and/or recover from the threats. These actions 
constitute a “whole of society” approach to problem-solving and have been applied to 
specific domain areas where detailed steps can be taken. All these actions must be fluid to 
adapt and shape the future applications of technology. As soon as a stopgap or detection 
protocol is created, adversaries will work on ways to defeat it, so there must be dedication 
to continued monitoring and analysis. These actions illustrate that IW threats are not solely 
due to the incremental changes in the expanding technological attack plane.  These IW 
threats will require fundamental psychological, cultural, and institutional changes.

The following categories are meant to give clarity for who can take specific action to 
disrupt, mitigate and recover from these potential threats.  Because these threats are a 
whole of society problem, it will be important that all sectors and domains work together 
and collaborate.

“WHOLE OF SOCIETY” SHARED 
ACTIONS

• Recognition that the future of 
Information Warfare will target free 
speech as a specific vulnerability, 
making the threat to the “whole of 
western democracies” 

• Invest in early data and media literacy 
across levels of influence in both the 
private and public sectors

• Investment in detection of falsified, 
fake, and misrepresented news items 

including networks and social media 
platforms

• Investigation into advanced data 
privacy requirements

MILITARY / GOVERNMENT

• Credential troops and government 
employees to distinguish between 
fake and real content (audio, video, 
and narrative) and to understand 
algorithmic decision making

• Develop explicit expectation 
management of the training benefits 
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of emerging technology in training 
environments.  Research, recognize and 
understand the potential shortcomings 
of our service members in the usage 
and manipulation of these technologies

• Decisive investment in US state-
sponsored AI development in tandem 
with ethical AI standards development 

• Develop ability to detect 5G mobile ad 
hoc mesh networks

• Establish an Information Warfare 
“Geneva Convention” in order to identify 
and address emerging threats on a 
global level - redefine the Laws of War

• Unify language in the political discourse 
– unifying American narratives need to 
be crafted and socialized

ACADEMIA / EDUCATION / 
PHILANTHROPIC

• Fund studies on the psychological 
impact of AR/VR/MR technologies on 
human beings

• Invest in research that identifies 
effective tools and education for 
increasing digital literacy that can be 
handed to non-profits for dissemination 
(à la international aid currently)

• Establish grants to support local 
investigative journalism, understand 
emerging technology networks, and 
psychological vulnerabilities based on 
citizen data exhaust

• Explore the intersection of data 
viruses and biological viruses to better 
understand plausible breakdowns 
between the digital/biological barrier

INDUSTRY / TRADE-
ASSOCIATION / NON-PROFIT

• Fund efforts to create dedicated 
intrusion detection within the VR 
environment

• Convention between big tech and 
government on ethics in media framing 
and information dissemination systems 

• Develop pervasive AI-enabled scanning 
of networks for intrusions and hacks

CITIZENS

• Exert effort in self-monitoring data 
exhaust by questioning the terms of 
service for each data, service, and 
digital product provider

• General awareness and hardening 
against psychological manipulation 
specifically via digital media

• Become informed data citizens, 
parents, teachers, educators, and 
students

• Understand the intentions and 
designers of systems and gamification 
services to become more aware of 
psychological influencers



O P E R AT I O N S S E C U R I T Y 
 (O P S E C) A N A LY S I S

Where Critical Information, Threat, and Vulnerabilities Co-Exist
This section describes another way to consider the value of these threat futures by 
asking what information, norms, values, and societal structures they actually attack, 
and whether we are actually vulnerable in the areas identified in this research. If we 
need to protect something but there is no avenue to reach it, or if the threat does not 
have the capacity to get at our protected item, there is no need to apply resources 
against the threat itself. As we consider this threat-vulnerability connection, we must 
make certain assumptions about the things we are trying to protect in the future of 
IW. 

OPERATIONS SECURITY (OPSEC) ANALYSIS



59

O P E R AT I O N S S E C U R I T Y 
 (O P S E C) A N A LY S I S

The following are a few of the important 
things we assume information warfare 
protect: 

1. The U.S. Constitution and democratic 
processes are non-negotiable “good” 
values that should not be changed 
except through established venues. 
These processes themselves can 
be changed by the legislators with 
the consent of the governed. The 
vulnerability becomes the governed 
themselves, evidenced, for example, 
by the Russian assault on democratic 
processes in the 2016 presidential 
election.

2. Democracy itself is a beneficial form 
of governance that is worth protecting, 
not just from the American point of 
view, but also from an international 
cooperation perspective. The 
vulnerability becomes international 
credibility towards the American form 
of democracy or whether a different 
type of governance can just as easily 

satisfy the needs of a population.

3. Human Rights. Although the U.S. 
subscribes to the Universal Declaration 
of Human Rights (UDHR) as ratified 
by the United Nations in 1948, it is 
an international treaty that is not 
technically binding in the US unless 
there are federal, state, or local laws 
making a right explicit (sometimes a 
court decision or interpretation can 
give a right legal status). According to 
the Advocates for Human Rights, the 
Constitution does not provide for many 
economic, cultural, and social rights 
that are inherent in the UDHR.29 We 
might assume that most human rights 
are protected values, but it is not safe 
to say, in the context of this framework, 
that a U.S. response to an IW threat 
would protect all rights as outlined 
in the UDHR. Thus, there could be a 
vulnerability in the relationship between 
the U.S. perspective on human rights 
and the perspective of the UN.

29 www.theadvocatesforhumanrights.org



4. Balancing the primacy of the state 
versus the primacy of the individual. 
For instance, if a legislator proposed a 
law that said, “in order to prevent the 
spread of automated bots, social media 
companies must ‘know your customer’ 
and implement some way of positively 
identifying a real person behind the 
keyboard,” that might come into conflict 
with the individual’s expectation of 
anonymity online or even expected 
right to privacy. Conflict between these 
different perspectives could indicate a 
vulnerability that can be attacked using 
IW techniques.

5. Critical Infrastructure and Key 
Resources (CIKR). According to the 
DHS website, CIKR are the “assets of 
the US essential to the Nation’s security, 
public health & safety, economic vitality, 
and way of life. Simply put, its power 
grids and water filtration plants; national 
monuments and government facilities; 
telecommunications and transportation 
systems; chemical facilities and much 
more...”  CIKR are often privately owned 
and thus requires a public-private 
partnership and high integration to 
effectively & efficiently protect. The 
relationship between public and private, 
state and federal control over CIKR, and 
the balance of resources required to 
defend CIKR might constitute a set of 

information vulnerabilities adversaries 
could attempt to exploit.

6. U.S. hegemonic power. Is economic, 
military, or political supremacy 
around the world an existential value 
worth including in the long-term IW 
battlefield? Being the top of everything 
may have its perks, but also requires a 
tireless vigilance that is expensive and 
cumbersome to maintain. Any number 
of long-term strategies that distract 
attention from national goals to stay 
ahead of the rest of the world take away 
resources from actually achieving those 
goals.

7. Vulnerable populations. Current events 
and current policies have shown that 
only those vulnerable populations 
that are able to fuel certain political 
thrusts or agendas are at the forefront 
of the IW battlefield. Those vulnerable 
populations that are not on the current 
political agenda may not receive any 
special consideration in the future of IW.

Once we understand more fully what 
elements we are trying to protect –the 
“objects” of IW– then we can move forward 
to analyzing how IW threats can exploit 
particular vulnerabilities and how we can 
apply resources to shrink vulnerabilities or 
the impact of threats against them.

30 https://www.dhs.gov/blog/2009/11/19/cikr
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A P P E N D I X  A 

INFORMATION DISORDER MACHINES31

WEAPONIZING NARRATIVE AND THE FUTURE OF THE UNITED STATES OF AMERICA

In the coming decade, advances in technologies like artificial intelligence (AI), 
machine learning (ML), quantum computing, the internet of things (IoT), smart 
cities, and autonomous vehicles in land, sea and air will enable adversaries of the 
United States to mechanize information disorder to influence, manipulate, and 
harm organizations and individuals. These coming information disorder machines 
(IDMs) will be targeted broadly at groups and geographies. AI and ML will allow for 
increased if not complete automation, allowing IDMs to adapt in real-time down to 
the individual level, creating personalized attacks while operating at a mass scale. 
The emerging threat of IDMs lie in the unique pairing of their real-time microtargeting 
and the macro effects that can have at scale. This is a direct threat to national and 
global security as well as a threat to the future of the United States of America. 

Future Threats:  

Adversaries use IDMs to incite violence and tribalism, encourage anti-federalism, 
inspiring populations (regardless of political affiliation) to question the authority and 
relevance of the United States government and the union. This destabilization will 
distract populations, governments, and militaries, focusing on inflamed issues so 
that other adversaries can gain advantages elsewhere.

Generally, adversaries will exploit desperate conditions or catastrophic events to sow 
unrest and inspire mistrust in traditional organizations and governments, ultimately 
encouraging individuals to move to violence.

Adversaries (foreign and domestic) will use IDMs to incite public outrage and 
destabilize entire business areas (e.g., technology, medical, education).

Domestic extremists and terrorists will use IDMs to further their domestic agendas, 
causing harm to individuals and destabilizing organizations.

Corporations will use IDMs to increase profits, reach, and competitive edge while 
causing harm to individuals and each other.

Domestic businesses as proxies for foreign adversaries will employ IDMs to target 
and harm citizens, steal intellectual property, and destabilize the United States.

Citizens and special interest groups (nontraditional adversaries) will use IDMs to 
weaken the union of the United States, the education system, and the strength and 
resiliency of society.

IDMs will weaken belief and participation in the military and education systems, 
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making the nation vulnerable and less competitive globally.

Possible Actions to be Taken

The IDM Threatcasting Workshop also identified a range of possible ways to disrupt, 
mitigate, and recover from the threat of IDMs. These actions span across multiple domains 
including government, military, industry, trade associations, academia, and average 
citizens. A single organization cannot meet the threat of IDMs; over the next decade, each 
domain will need to learn to inform, collaborate, and support the others.

Business, governmental, and public recognition that IDMs are a threat to economic stability 
and national security. The cultural conversation about IDMs exploitation of the worst of 
ourselves against ourselves.

Development of technologies to detect, uncover, and attribute the use of IDMs.

Support of watchdog organizations to detect IDM activity and the conditions under which 
they will thrive.

31 Johnson et al.  Information Disorder Machines and the Future of the United States of American. 2019. http://
threatcasting.com/wp-content/uploads/2019/10/threatcasting-2019-w-footnotes-PRINT.pdf



A P P E N D I X  B 

OVERVIEW OF SUBJECT MATTER EXPERTS 

This workshop relied upon the expertise of nine specialists from academia, industry, 
technology, and security. These subject matter experts provided the context, settings, 
and an idea of future trends for marketing, advertising, cyberwar, information operations, 
Russian security studies, technology, and science fiction in the future of information 
warfare. Some experts have chosen to remain anonymous in this report.

Brad Allenby, President’s Professor of Sustainable Engineering, and Lincoln Professor of 
Engineering and Ethics, ASU

Some of the scenarios we may encounter in the next decade will be such novel 
exploitations of previously unseen cracks in our fundamental beliefs, values, and 
processes, that we think they “sound ridiculous today” to even consider them. But that’s 
exactly why we are most unprepared; we have taken these “Democratic institutions” for 
granted since we settled the matter of the U.S. Constitution. The “variety, the velocity, 
and the volume of information” is creating swift currents that are “overwhelming existing 
institutions” and “overwhelming many people.”

Anonymous, Chief Creative Officer

One of the subject matter experts succinctly summarized our relationship with marketing 
and media with the following statement: “Culture is in a constant state of inflammation. 
Media is the active agent that’s firing that inflammation.” Much of this inflammation is 
due to the “attention economy” of marketing and the fine line between advertising and 
manipulative propaganda. Many people love to be at the center of attention, at least for a 
time, yet the sophistication of marketing allows everyone to always be at the center of their 
own world, and there is no shut-off button, no rest from being at the center. This has turned 
“people into [a] product to sell to advertisers.” Marketing media has been complicit in the 
inflammation of many social ills such as objectification of women, “creating problems that 
don’t exist so that you can buy more stuff,” reinforcing “a constantly receding ideal to strive 
after,” and the monetization of digital addiction. When the attention of so many people has 
turned inwards, who is left to look outwards?

Anonymous, Chief Data Scientist, Fortune 100 Company

In the future, a hyper-connected world may see conflicts begin and end at the speed of 
electrons and it may be fought by algorithms opposing other algorithms. This requires 
an information warfighter that is “data literate at every level.” This will likely require the 
“development of new institutions and the reshaping of existing institutions” focused 
on training warfighters to “merge augmented, virtual, and physical realities” and being 
comfortable using artificial intelligence tools in a responsible and ethical way. Several 
obstacles exist that could hinder our ability to develop warfighters of this type: gaps in 
education, income, equality, and emotional intelligence may impede the ability of the United 
States to participate in the future arena of international competitiveness and cooperation. 
“What’s difficult is that there is no existing playbook to these challenges around privacy, 
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cyber warfare, open source data, use of social media data, and the moral conundrums 
associated with artificial intelligence.”

Anonymous, Marketing, Advertising, and Business Intelligence Expert

In the future, people will still get their news fix, but a shift away from print, TV, and radio 
news will accelerate as the population ages and consumers gravitate towards sound bites, 
headlines, and filter bubbles delivered by automated systems on their social media app 
of choice. This means that news of local importance will decline and will be reduced in 
quality and depth as fewer outlets will cover “regionally specific issues.” Fake news, active 
disinformation campaigns, and click-bait headlines will continue to increase as they are 
effective in filling the 280-character attention span of the modern consumer. What is still 
unclear is the role media providers have in monitoring, policing, and changing policies 
around “acceptable content distribution.” Much of the burden may fall towards content 
providers in filtering fake and contrived news, since there is still a dearth of investment in 
media, data, and truth literacy.

Anonymous, Russian Warfare Expert

“Manipulation,” “Influence,” “Persuasion,” and “Propaganda” are several terms that 
describe the idea of reflexive control, or getting someone to do what you want them to 
do. Oftentimes, getting another person to change habits and behaviors incites a little bit 
of chaos in that person’s life as they struggle to adjust to new ways of thinking or new 
practices. Instead of thinking of the new habit or behavior as the goal of information 
warfare, there are adversaries and potential adversaries who may have the goal of simply 
increasing chaos and disorder. For every moment thinking about how to “counter” an 
adversary’s message or return to the status quo, that is a moment not spent on achieving 
one’s own goals, and a little bit of chaos is created. Multiply those moments by the speed 
of hyper-connected and automated systems, and the amount of chaos grows wildly, as 
does the amount of effort required to “rebalance” the system. Except there’s a catch: the 
status quo - the balanced system, or at least one that favors U.S. ideals - is actually a 
system of increasing disorder. For example, Russia sees truth as a moving object and they 
are quite comfortable with multiple versions of the truth, depending on what is convenient 
at the time. This allows for more convincing deception operations, especially those 
augmented with better tools to fake and shape the realities they display to the world and to 
their own population.

August Cole, Author

Just as Threatcasting is a tool to systematically consider possible paths to possible 
futures, it also gives people the opportunity to shine a little bit of light ahead into the 
darkness; In a sense, foresight methods help us plan for and build a view of the future 
that is preferable to those doing the planning and building. There are emerging tools that 
allow other people to plan for and build their own view of the future. The first way is by 
leaning on VR/AR/MR, video and audio manipulation, automated content generation, and 
fundamentally unique ways of thinking to generate altered versions of the present, which 
gives everyone a different starting line to begin the race to the future.

The second way is to bend and rewire relationships between public and private concepts of 
information. This includes various interpretations of privacy and data ownership, novel uses 
of data captured while online or through wearable devices, and concepts of power shifting 



because of the type and volume of information that is public or private.

The final way we might struggle with others building their version of the future is in the way we ride the 
wave of experimentation, training, and ethical boundaries of new technologies. One subject matter expert 
poses this question: “What is the information domain equivalent of banning cluster munitions, where would 
such a concept be applied, and which countries would abide by an agreement?” Those who are currently 
experimenting with the power of hyper-connected information to influence and shape realities may be the 
ones least likely to agree to some sort of controls over that power, yet may be the ones most in need of 
boundaries.

Cyndi Coon, Threatcasting Lab Chief of Staff

Information Disorder Machines, or IDMs, are those fully- or mostly automated functions of information 
manipulation that can connect each person with the right message at the right intensity to influence the 
masses and potentially cause tremendous harm. Elsewhere in this report, we find that IDMs play a central 
role in moving along the social and cultural waves of change that incite violent actions, swing mighty blows 
at democratic values, and inspire populations to “question the authority and relevance of the United States 
government and the Union.” Corporations may use IDMs to move along waves of brand popularity while 
simultaneously attacking competitors’ credibilities or trust with consumers.

Herbert Lin, Senior Research Scholar at the Center for International Security and Cooperation; Hank J. 
Holland Fellow in Cyber Policy and Security, Hoover Institution

Cyberwar and cyber-enabled information warfare are siblings that share parents but are unique enough 
to discuss them separately. Cyberwar takes “advantage of the flaws in information technology and 
design of implementation” and is in conflict with computers, data storage, and data transfer. Information 
warfare takes advantage of the “vulnerabilities in the human mind” and is in conflict with decision making, 
thought processes and the “views, attitudes, and behavioral predispositions with respect to other people, 
institutions, [and] nations.” With increasing frequency, cyberspace operations unlock previously concealed 
or hard-to-access avenues for information operations to be successful. These “sibling” operations will 
enable the information warrior to use an environment of “high connectivity, low latency, anonymity, and 
inexpensive production of information” to focus targeting, increase receptivity to messaging, and “give 
large megaphones to what formerly were fringe players.”

Harper Reed, Technologist-Entrepreneur-Hacker

Just as it took decades of climate research to understand the pollution effects of internal combustion 
engines, we are still only in the beginning stages of understanding the negative effects of our digital and 
social exhaust. Every digital device, especially those connected to the Internet and cellular networks, leaves 
a constant trail of activities, behaviors, preferences, signatures, and connections - both for the device and 
for the user. A lot of people are not even aware they are spewing forth all this data, which is why exhaust 
is such a good word. Savvy companies are scooping up every bit of this digital exhaust, re-purposing it for 
good and for ill, and there are very few controls about how to manage or even understand the scope of this 
problem.
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A P P E N D I X  C 

SME TRANSCRIPTS

Allenby_Future of IW (transcript), 5 Sep 
2019

Threatcasting and the experience we’ve 
had with information Warfare in recent 
years particularly since 2016, I think there’s 
several trends that are worth thinking about.

First is that we need to be very broad in 
the scenarios that we consider. If you think 
about for example, the fact that in October 
of 2016, Netflix on its Black Mirror sci-fi 
program, introduced the idea of social credit 
systems and a year later and a year later 
China was rolling it out. It indicates that the 
timeframe of technological evolution has 
collapsed. 

That means that if you want to think 10 
years out you need to think in terms of really 
difficult scenarios. Scenarios that sound 
ridiculous today, not because you think 
necessarily they’re going to come true, of 
course, but because we need to be able to 
broaden our thinking to handle things that 
are far different, because of the speed of 
technological evolution, than we might have 
thought before. So that’s one thing.

The second thing is, by and large, the 
immediate immune response of American 
and European systems to things like the 
Russian disinformation campaign has 
begun. NATO is looking at it; the Baltic 
states, of course, are very concerned about 
it; The U.S. is looking at it. That needs to 
continue, but we also need to understand 
that that’s not sufficient.

There are two tracks here that we need to 
work on simultaneously. The first is the 
immediate immune response: what do 

we do, for example, when Russia begins 
combining Cambridge Analytica-type 
activities with CGI and voice technology in 
the 2020 election?

That’s the kind of thing we need to be 
thinking about immediately, but that short-
term. We also need to think about the 
institutional implications, longer-term, of the 
kinds of changes that we’re seeing in the 
information environment.

For example, it appears at least arguable 
that issues of free speech have now 
become privatized. At the terms and 
conditions of social media companies like 
Facebook Twitter and YouTube have as 
much to say about free speech is anything 
that American courts decide.

It also looks as if the pluralism and diversity 
which has been a strength of the American 
system is now becoming an exploitable 
weakness targeted by our adversaries.

What does that mean? Now, I want to 
emphasize it doesn’t mean that the values 
are wrong, but it does mean that we need 
to be prepared for fundamental attacks on 
Democratic institutions that we have taken 
for granted for 200 years. And that we are 
not prepared to do. So that’s a significant 
weakness.

If you’re doing an overview of the 
democratic West, the Europeans and the 
Americans, then one of the questions 
that we need to be asking that we haven’t 
asked is what fundamental weaknesses 
are exposed by this increasingly rapid 
acceleration in the variety, the velocity, 
and the volume of information? It’s 
overwhelming existing institutions, and it is 
certainly overwhelming many people.
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What are the implications? We haven’t 
begun to think of that and yet, that in 
the longer-term, may prove to be the 
fundamental weakness that undermines 
Democratic systems and favors soft 
authoritarianism.

________________________________________

Anonymous, Chief Creative Officer, Future 
of IW (transcript), 9 Sep 2019

It seems we’re in a time when short-termism 
and extremism are holding hands to make 
emotional liability the norm. Culture is in a 
constant state of inflammation. Media is the 
active agent that’s firing that inflammation. 
We all talk about it but I’m not sure we’re 
really taking into account where this could 
go. We discount it. We assume only “people 
less smart than us” are affected by it. 

You don’t have to look further than what we 
did for Nike and Colin Kaepernik to see what 
manipulation of emotional mass reaction 
can do. 

Friction creates heat. Heat creates energy. 
Energy transforms things.

Make America Great Again. 
The Democratic Socialism of Bernie and 
Ocasio-Cortez. 
Times Up. 
Black Lives Matter. 
March For Our Lives 
Youth v. Gov 
#TrialoftheCentury

None of these are advertising campaigns 
but they all use the tools of advertising.

Marketing media has been weaponized. 

Take this example from the headlines this 
weekend: 

“Days after Sudanese soldiers massacred 
pro-democracy demonstrators in Khartoum 
in June, an obscure digital marketing 
company in Cairo began deploying keyboard 

warriors to a second front: a covert 
operation to praise Sudan’s military on 
social media.

The Egyptian company, run by a former 
military officer and self-described expert on 
“internet warfare,” paid new recruits $180 
a month to write pro-military messages 
using fake accounts on Facebook, Twitter, 
Instagram and Telegram. Instructors 
provided hashtags and talking points.”

The line between advertising and 
propaganda is a fine one. Adding detailed 
personalized data to the mix pushes us over 
that line.

We all know this peripherally. But I ask you 
to consider the way this works: 

We, in the attention business, are complicit 
in a long and shameful history.

You can read all about it in Tim Wu’s 
excellent book, The Attention Merchants.

Turning people into product to sell to 
advertisers. Complicit.

Benjamin Day, founder of the New York Sun, 
invented this business model 170 years 
before Facebook or Google weaponized it.

Feeding the British war machine of 1914 
which sent an entire generation of young 
men to the slaughter. Complicit.

Creating the propaganda machine of the 
Third Reich, which was modeled on the 
British propaganda machine of WWI. 
Complicit. 

Creating problems that don’t exist so that 
you can buy more stuff. Complicit.

Surfacing your subconscious anxieties - “All 
around you people are judging you silently” 
- Complicit.

Giving people, particularly women, “a 
constantly receding ideal to strive after.” 
Complicit. 



Objectification of women. Complicit.

To take that one step further... Complicit. 

Reinforcement of negative racial and gender 
stereotypes. Complicit.

Addicting millions of people to tobacco. 
Complicit.

Monetization of digital addiction. Complicit.

The rise and dominance of the Four. 
Definitely complicit.

I cringe when I read  that “Unilever has 
an ambition to have a billion one-to-one 
relationships.”

Targeting. This is the solitary confinement 
model of marketing. If only one person can 
see something, the potential for abuse is 
high.

I wonder if one simple rule could pull you 
back from potential social catastrophe: all 
advertising must have witnesses. 

When you watch the unbelievable things 
happening in the world on a daily basis, this 
period of rapid change and developments. 
Automation of our workforces, climate 
change, forest fires, mass shootings, the 
resurgence of white nationalism. It can be 
very hard to discern what’s real and what’s 
not anymore. 

So, I don’t just look at data privacy 
when I look askance at the trajectory 
that advertising is taking. I worry about 
what mass, targeted disinformation and 
emotional manipulation could do to culture. 
I worry that we are a powder keg waiting to 
explode. 

If the current trajectory of persuasive media, 
unchecked, incredibly difficult to regulate, 
thriving in shock and outrage...what is the 
threat? Is it worth the value of the attention 
economy we have created? Can it get 
worse? I think so.

________________________________________

Anonymous, Chief Data Scientist, Fortune 
100 Company, Future of IW (transcript), 7 
Sep 2019

I’m [redacted] happy to participate in this 
Threatcast for the Army and ASU, focused 
on AI-enabled Warfare 10 years from now. 

I’m speaking to you as a scientist, an 
independent researcher, and academician 
and I’ll focus on three main areas.

The first is managing data in a fully 
connected state. 10 years from now we 
will see that artificial intelligence is very 
different from any of the other technologies 
we’ve ever used on the battlefield, 
asymmetrical or otherwise. 

The technology will be focused on a fight 
not between just military soldiers, [with] 
bullets and missiles, but more specifically 
data vs. data, AI algorithms versus AI 
algorithms. And this will happen in a fully 
connected, converged state where all data, 
sensors, the Warfighter, space -- all of the 
environment and all the technologies that 
support the IT environment will be fully 
integrated and fully connected.

This will have a significant impact on the 
structure and integration associated for 
strategic advantage over an adversary not 
like the least of which is focused on cyber 
warfare and adversarial machine learning or 
deep learning.

But it does highlight a very serious gap 
in terms of data literacy. We need to find 
ways to make the warfighter data literate 
at every level. The ability to harness the 
power of data and be able to apply it in 
every battlefield situation would be a key 
advantage and being able to understand 
how to close the gaps associated with 
data literacy in war fighting is going to be a 
significant activity. 
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Second, is this idea of international 
competitiveness and cooperation. Clearly 
there’s a question about if, well, other 
nation-states are participating in the use of 
artificial intelligence-enabled warfare, what 
are the boundaries or guidelines that the 
United States ought to position itself into?

Well, in 2030, this question will be enhanced 
with an understanding that military 
superiority in the United States will have 
vanished and so there won’t be any gap 
between us and our adversaries’ ability to 
wage an algorithmic, AI-enabled warfare, 
and this will lead us to deal with some very 
significant non-technical issues that would 
improve and enhance our competitiveness 
and the use of AI.

First is the gap we have in education. In 
2030, we will no longer be able to operate 
in a situation where we have people who 
are meeting or receiving varying levels of 
education. We would need to close the 
inequality gap around education so that we 
have active participants not only from a war 
fighter perspective but across all areas of 
the civilization.

We will need to focus more attention on the 
income gap and the inequality in income 
and wealth. It’s going to be important 
because we want full participation and 
we’re going to require full participation of 
all people in our civilization in our country 
in order to meet the challenges associated 
with AI-enabled warfare 10 years from now.

And probably one of the things we need to 
emphasize is this refocus on data literacy, 
not just in terms of the data literacy of the 
Warfighter but data literacy of the citizen 
data scientist. We can no longer afford in 
2030 a situation where citizens do not know 
how to harness the power of data to achieve 
an outcome.

And it will raise some significant questions 
around what kinds of institutions you 

want to have, both in the National Security 
community, but also in the community-at-
large.  By focusing on innovation in 2030, 
there would be a convergence of biomimicry 
and bio convergence with advanced 
computing as well as a new focus on 
cognitive enhancement so that we can do 
more neuromorphic capabilities and learn in 
unusual ways outside of the programming 
we have in our current narrow AI.

It will require the development of new 
institutions and the reshaping of existing 
institutions. 

As the virtual and physical spaces in which 
we operate merge, augmented, virtual, and 
physical realities will become much more 
than a gaming platform. What they will 
actually become is a Global Communication 
platform for all our operations including 
military battlefield operations, medical, and 
language skills at the battlefield edge, and 
the ability to gain a competitive Advantage 
from a data perspective.

Last is the responsible and ethical use 
of AI. And as human enhancement via 
artificial intelligence continues to grow, as 
we continue to unlock the human genome 
and find ways to enhance human strength, 
sight, hearing, speed, we will put stress on 
the military policies and ethics that guide 
the use of artificial intelligence. And years 
from now we’ll be asking ourselves more 
about whether we should do something as 
opposed to whether we can act.

There would be a significant focus 10 years 
from now on our ability to grow emotional 
intelligence just as much as it is on artificial 
intelligence. And the United States will have 
a clear understanding of whether or not 
it wants to be part of that entanglement 
with its competitors or adversaries or 
a disentanglement strategy with its 
adversaries when it comes to AI-enabled 
warfare.



The challenge is the lack of an existing 
playbook to these challenges around 
privacy, cyber warfare, open source data, 
use of social media data, and the moral 
conundrums associated with artificial 
intelligence.

So I’m excited that we’ll get a chance to 
review the work from this committee and I 
look forward to seeing the outcome in the 
report.

________________________________________

Anonymous, Marketing, Advertising, and 
Business Intelligence Expert, Future of IW 
(transcript), 8 Sep 2019

Hello, I’m [redacted]. We’re the world’s 
largest buyer of advertising representing 
many of the world’s largest advertisers. We 
deploy around 48 billion dollars a year on 
advertising, paid media, primarily, but also 
work with marketers across a wide range 
of their marketing needs. And [inaudible] 
with the rest of our [redacted] siblings, 
offer a comprehensive range of marketing 
services.

I am a former securities analyst covering 
stocks associated with the advertising 
industry. Before that, I worked for an 
advertising technology company. Spent 
another eight years working for another 
holding company in a similar role. And 
before that was an investment banker and 
analyst.

In this role, my job is to help our clients, our 
agencies, our parent company, think about 
the future, help to set the agenda for issues 
that matter, or should matter, to all of them, 
and in doing so, produce a wide range of 
research, which you can access via our 
website at GroupM.com, or you can reach 
out to me directly if you’d like to receive that 
in the future.

I was asked to speak about the future of 
information and campaigns. For starters, 

it’s safe to assume that consumers will 
access content and information with 
increasing frequency, in digital media, in 
digital environments in varying forms. 
That primarily means social media apps, 
unconventional news publications, [and] 
other digital platforms, whether apps or 
websites. That trend is just continuing; it 
doesn’t seem to be any reason that lets up.

Television and radio will still be very 
important. They still are a critical source of 
information for a wide range of consumers, 
especially for older consumers, but they will 
diminish in their relative importance as time 
progresses, in terms of reaching out to a 
broad range of the population.

Word of mouth is something that 
sometimes doesn’t get thought about a lot 
because there’s no money going to it, or very 
little money applied towards word of mouth. 
But keep in mind that that’s probably one of 
the most important ways that information 
has always been distributed and always will 
be distributed. Really amplifying information 
delivered through other means initially.

As we think about other ways in which 
information can get distributed, certainly 
immersive digital experiences are 
increasingly likely to be common. Virtual 
reality, augmented reality, are probably the 
ways we characterize it today. All of this 
enabled by widening availability of faster 
broadband speeds. 5G is sort of a by-word 
for this, in context of communications. 
But the idea that it will be easier to receive 
substantially greater volumes of data, 
seems very likely to be a widespread 
thing -- that most people will have faster 
broadband, and therefore more immersive 
experiences will be possible, and that 
will be increasingly important for all 
forms of information distribution. None 
of the aforementioned types of content 
distribution go away, but they will evolve in 
terms of their relative importance.
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Now, challenges to how information is 
distributed will expand. Many of these we 
see today in different forms, and they’ll 
just continue to evolve best as we can 
expect. Maybe the first item to hit on is 
the idea of the “news desert.” Journalism 
has really been hollowed out over the past 
two decades as traditional print publishers 
failed to adopt their business models, and 
when they kept the same business model, 
dependent as it was so much on classified 
advertising, which kind of evaporated [with] 
the rise of Craigslist and other free services, 
funding journalism became a challenge 
in many markets, except where you had 
publishers who were able to find ways to 
scale their businesses and adapt. 

And so you do see that with the national-
oriented news publishers where the quality 
of journalism is as high as it’s ever been, 
if not higher than ever. And they have fully 
national, if not sometimes, international, 
scale in their operation. But this means 
that when it comes to topics of national 
importance, journalism probably is as good 
as ever. When it comes to local matters, 
it probably has never been worse, and will 
only get worse as time progresses. 

That’s a challenge, because some 
information and means of communication 
are depending on regionally specific issues. 
It’s definitely going to be true that those 
consumers who were dependent on their 
local news publishers, or their free ad-
supported publishers, will find themselves 
lacking in the same depth of information 
that those who require or rely on national 
topics will find.

Fake news and active conventional 
disinformation campaigns, I think, is 
obviously a real problem and likely to 
get worse, if only because it’s been 
demonstrated to work over decades and I 
think using social media platforms in recent 
years has proven very . So, I think that while 
it’s true that there’s more awareness among 

the platforms that this sort of thing exists, 
it’s not clear yet that they’ve taken anywhere 
near enough action. And where they are 
taking action there are counter actions that 
can be taken. So, I think that the problem 
with fake news and disinformation is only 
going to increase as time progresses.

This overlaps with a bigger problem 
we have around distrust of news and 
information more generally. It’s not helped 
by the fact that social media platforms 
have not done adequate jobs preventing the 
distribution of fake information. But then 
it’s made worse when we have leaders who 
vilify reporting they don’t like and news they 
don’t like, causing a conflation of the terms 
that really undermines trust of the whole 
industry and the whole ecosystem, and all 
information getting distributed. 

This could become a substantially greater 
problem, of course, when we do face 
real national crises where consumers, 
individuals may not know what to believe, 
who to trust. And unfortunately, that can 
cause all sorts of negative consequences 
for society at large.

Looking to the future, deepfakes are 
probably the one thing that is starting to 
come up a lot, and we can imagine how 
that could play out. It really feels like an 
amplification of the problems described 
previously. But certainly making something 
visual makes something more resonant 
with consumers, and so I think the idea 
of the deep fake is a way to visualize that 
fake news or fake ideas, is certainly more 
problematic also a continuation of the same 
problem.

Now, I think it’s worth talking about the  
solutions that could mitigate some of these 
problems. The first thing is that social 
media platforms could end up imposing 
more stringent know-your-customer 
rules to make it harder for either paid 
advertisers -- often agents of disinformation 



-- or consumers to place content on their 
platforms. These are generally private 
platforms who historically have been free 
of any obligation to restrict information 
distribution.

We may see legal changes that cause 
them to have to care, but all else equal, 
the publishers -- social media platforms 
themselves -- may choose to be more 
stringent in how they allow individual 
providers’ information to post that 
information. So that could play out. More 
generally, changes in policies around 
acceptable content distribution is another 
path forward that could help. 

A bigger issue that’s more of a societal 
solution, and I haven’t seen a lot about 
this, is investing in media literacy would 
probably go a long way towards solving 
these problems. In much the same way as 
financial literacy is a thing, and certainly 
large numbers of consumers are savvier 
investors, are savvier participants in the 
economy, because they know some of the 
basics around how to make money, how to 
save money, how to avoid being swindled. 
The same can be done with respect to 
media and information. 

And I think that iIt is increasingly important 
for consumers to understand how news is 
produced, what passes for quality news, 
what makes for sketchy news, how to 
independently verify news and information, 
how to go to source material to check what 
consumers are being told. These are all 
very doable things, and it’s not unrealistic 
to think that some entity, governmental or 
otherwise, could take an active interest in 
increasing media literacy across society, 
certainly at the above the very low levels 
that we have today.

With that, I hope you have a good 
conference and thank you for listening. 
Again feel free to reach out. You can 
contact me at [redacted] with any 

comments or questions. Thanks very much.

________________________________________

Anonymous, Russian Warfare Expert, 
Future of IW (transcript), 7 Sep 2019

Good day. My name is [redacted] and today 
I’ve been asked to talk about a few Russian 
operations, namely information, cyber, and 
electronic warfare.

All of these topics are actually very relevant 
in an age that’s beset by fake news, deep 
fakes, spoofing, mimicries, and a huge 
reliance on social media. For Russia, this 
is also a very important time because 
the country is host to a lot of very gifted 
code writers. They have some excellent 
mathematicians, and they’re also a country 
right now for which truth is a moving target. 
And we are finding that we are in an age of 
fake news, they are having some success 
with their ability to manipulate media and 
mass consciousness.

I’d like to start the discussion by looking at a 
concept called “reflexive control.” Reflexive 
control is defined as trying to get someone 
to do something for themselves that they’re 
actually doing for you. In other words, if I 
can get you to agree to a concept for which 
I’m interested in furthering, that would be 
the end element of reflexive control.

Within the information age, Russia has 
found that out on a battlefield that they 
like to insert what’s known as “information 
packets.” These packets are prepared by 
a very special table of organization and 
equipment that studies the information-
psychological capabilities of an adversary. 
So, for example, if they were going to 
confront Estonia or some other Baltic 
Nation, they would have done a study of 
what type of moral, psychological situation 
exists in those armies, and then try to 
exploit any weaknesses they may have 
found with these information packets.
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When Russia defines Information Warfare 
from a military point of view, they note 
that it has an information-technical and an 
information-psychological aspect to it, but 
also that an element of information warfare 
is to force a state to make decisions in the 
interests of the hostile party. So, in other 
words, reflexive control is embedded in the 
definition of information Warfare.

Within the cyber element, we find that 
something as simple as a phishing probe 
would could be considered clearly as a 
reflexive control operation, because what 
you’re trying to do is to get someone to 
open an executable file for themselves 
when actually they are doing something for 
you, which is downloading a virus.

With regard to electronic warfare, reflexive 
control here is, just as an example, it 
might be offering a fake electronic warfare 
intercept to an opponent that indicates to 
that opponent that a force may be gathering 
and ready to conduct an offensive in a 
certain sector. That may force the opponent 
than to rush forces up to that sector, when 
in fact that was nothing more than a fake 
electronic intercept, but the end result is 
you got an opponent to do something for 
themself -- take care of that sector-- which 
you were really doing for yourself -- getting 
forces moved to one sector when actually 
your main attack might come through 
another.

A second area that would be worth 
exploring is the concept known as 
“disorganization.” I think the concept is 
basically defined as, how do you deprive 
an adversary of his ability to organize and 
accomplish combat tasks? That would be 
a general description of disorganization. I 
was told years ago that a key element of 
information warfare in Russia is the ability 
to disorganize someone. 

It’s a word that we don’t use often, if it all, in 
our Western lexicon of information warfare. 

For Russia, within the information aspect, 
you might find terms like “information 
weapons,” “information struggle,” 
“information confrontation,” “information 
strikes.” 

And there are a host of verbs that would 
indicate to you that this is an attempt to 
dis-organize an opponent: some might 
manipulate, destabilize, destroy, discredit, 
provoke. All of these items and methods are 
aimed at disorganizing an opponent.

Within the cyber element, we see that 
Russia has focused on what they consider 
to be weak space links that NATO has, 
and they want to do what they can to take 
advantage of these weak links in order to 
dis-organize that space force. 

Russia has a concept also known as 
SODCID, strategic operations for the 
destruction of critical information targets, 
and that would be, certainly, a way to 
disorganize an opponent’s infrastructure in 
case of their determination that it was time 
to enter what they call the initial period of 
war.

With regard to electronic warfare, we see a 
host of operations in the electronic sphere 
aimed at disorganizing an opponent. Each 
EW Brigade is now developing what they 
call a “disorganization plan” -- a way that 
they can dis-organize the command-and-
control apparatus of an opponent that 
they’re facing. 

They are also modeling adversary C2, 
looking for weak links in that structure. And 
recently, the commander of the electronic 
warfare forces in Russia has noted that 
“very soon,” he didn’t say when, he just said 
“Soon,” electronic warfare will decide the 
fate of all military operations. So there is 
quite a reliance, it seems, at this point in 
time, on the disorganization concept.

Finally, this ideal of Russia looking at truth 
as a moving target. We were quite surprised 



as we looked back at how this concept 
has developed. We certainly noticed it in 
regard to the Malaysian airliner that was 
shot down. The West has come up with one 
developed scenario of what happened. That 
includes voice intercepts and photography 
of big systems that were in the area, and 
meanwhile, Russia has developed seven 
or eight different variants of how this 
catastrophe unfolded. So for them, it seems 
truth is a moving object that they can work 
with as they deem necessary.

Back in 2015, we found some of the most 
startling comments that really, perhaps, 
indicate that there was a strong motivation 
in that year to begin looking at truth in 
a different way. The Minister of Culture, 
Vladimir Medinsky, noted that history is 
open to not only interpretation but also 
mass propaganda. There was an article 
in Moscow Times that noted that “history 
plays tricks on those who think it is actually 
ended,” which indicates obviously that 
history might be reconsidered at various 
intervals. 

And there was an article in Military Thought, 
a Russian military journal, that noted two 
important things to me. One, it said that 
“information has now become the center 
of gravity for operations as much as 
power.” And [two] there was a statement 
that said, “the mass consciousness can 
be manipulated through the media, much 
like a psychoanalyst injects an idea into a 
patient’s head.” 

So with this idea of moving truth, the fact 
that it’s not fixed, that history says it’s open 
to interpretation at various intervals, we 
are seeing, it seems, quite a different set of 
responses to any incident: there’s nothing 
fixed, it’s open to further interpretation as 
the Russian see fit.

With regard to the cyber element, I think 
that the most significant development there, 
has been deep fakes, in that a video now 

can be altered to such an extent that it’s 
hard to tell, really, if that video was real or 
if it was altered. Deepfakes are going to be 
in area of real concern, I think, for a lot of 
governments.

I really thought that Danielle Citron, 
professor at Maryland, perhaps said it 
best that if there’s a video out there that 
someone doesn’t like about them, they can 
merely say that “no, no, that wasn’t me; that 
was a fake’ that someone has altered it.” 
And she ascribed to that concept, the idea 
of a “liar’s dividend.” The liar can pass off 
what they really said onto the fact that it 
could have been a fake video.

And finally in the electronic warfare side, of 
course, we see spoofing now. The Russians 
have used it to, in some instances, hide 
the location of key facilities or to mask the 
movements of President Putin.

So, in summary, we have deception, and 
we have truth as a moving object, and we 
have the ideas of disorganization to cover 
all three areas of these operations, of 
information, cyber, and electronic warfare.

I would add one more comment before 
closing, and that is, every year in April, 
the Russians have hosted a conference 
in Garmisch, Germany. In 2011, the US 
delegation asked a member of the Federal 
Security Service of Russia to rank-order the 
cyber issues that most concern them. And 
the top two were: escalation models that 
get out of control -- that was number one -- 
and number two, was any attack on critical 
infrastructure. The thing that seemed to 
bother Russia the least, in that list of 10, 
was industrial espionage, perhaps because 
they were doing so well at it. But I think it’s 
important to note that there is a concern 
over there on things getting out of control 
in the information, cyber, and electronic 
warfare age.

I thank you for your attention and I hope you 
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have a great day. Thank you. 

________________________________________

Cole, Future of IW (transcript), 9 Sep 2019

Hi, I’m August Cole, the author of Ghost 
Fleet; a non-resident senior fellow at the 
Atlantic Council; I work on creative foresight 
at SparkCognition, which is an artificial 
intelligence company; and I consult with 
various entities on foresight and narrative 
futures.

That said, what I’m about to speak about 
for the next 5 minutes or so reflect my 
own opinions and ideas not any of those 
organizations.

It’s an honor to speak to the Threatcasting 
lab cohort and I wish you luck with this 
engagement.

I’m going to run through five or six things 
that I think are really intriguing, both from 
a creative point of view, but also from an 
analytical perspective in understanding the 
information on the environment in the next 
decade or so, really kind of pushing almost 
into the 2030s.

It’s really fertile terrain to plow for the kinds 
of stories, characters that I think walk 
forward many of the truths and trends that 
we see today, but in often more dystopian, 
and sometimes optimistic ways, we can 
create a pretty realistic picture of possible 
futures.

I don’t think it’s possible to create a perfect 
rendering of the exact future we’re going to 
have, but that’s the sort of challenge I think 
that those of us who like to imagine all sorts 
of things are constantly striving to avoid.

I’m not looking to create a checklist of 
the actual environment, you know, 10 to 
15 years out, but rather to get some tools 
today, in 2019, to understand some of the 
possibilities that might be out there.

Besides what fun would it be to actually 
know what was really coming down the 
pike?

The first thing I was going to talk about was 
the fragmentation of our personal realities.

You know, you can see the airpods I have 
plugged into my ears, the phone that you 
can’t see that I’m recording on, all contribute 
to an increasingly impersonalized electronic 
relationship with, you know, consciousness, 
collective, and individual.

And that has profound implications, 
of course, in politics, as you’ve already 
seen, but it’s going to start impacting the 
battlefield, particularly more both in the 
kinetic space but also, of course, in the 
information domain.

What I have been exploring through some of 
the short stories I’ve been working on is the 
ability to shape and wield different realities 
to create tactical advantage.

If you’re in an urban environment, which is 
has been recognized as a generally very 
difficult challenge for western militaries to 
navigate, thinking about the ways that the 
movement of forces, for example, can be 
camouflage or concealed or broadcasted 
through connecting with inhabitants’ 
augmented reality and virtual reality spaces.

The ability to make a tank look like a 
garbage truck, is one construct of that; to 
make a rebel fighting group look like an ally 
or vice versa, I think expresses the kinds of 
AI-driven environment bending and shaping 
that we’re going to start to see.

Essentially, if you can imagine it, you’ll be 
able to do it in a way that confirms, again, 
tactical, and of course, strategic advantage.

The other aspect of this relates to how did 
this get done.

I think China’s integrated, again, 
algorithmically-driven, whether it’s the 



social constructs that are being engineered 
towards stability and prosperity at home, are 
going to start finding their implementation 
in countries that are that are buying into 
the physical infrastructure through One 
Belt, One Road, or belt-and-road initiative 
projects, you know.

If there is a Beijing consensus on privacy, 
on data, on the economics behind all that, 
working in a state-forward approach, that 
too, is going to have a very interesting 
effect on the kind of conduits that the 
individual has access to when it comes to 
augmented/ virtual reality.

I think we’re getting closer and closer to 
seeing what that will look like; if you can 
imagine, for example, what the Beijing 
Olympics would look like in the mid- to late-
2020s, you could quite realistically have a 
very different experience than what we saw 
last time around, in part, because the way 
that people who are experiencing that from 
abroad watching it would be seeing a very 
personalized interpretation of that.

That would, I think, be a reflection of the 
kinds of machine learning cutting-edge 
technology coming out of China and 
environmental, you know, artistry, if you will, 
so that you don’t need necessarily turn off 
all the factories in the suburbs of Beijing to 
clear the air -- you can just air-brush it out, if 
you will, and control the social media feeds 
of the athletes hacking and coughing and 
complaining about that.

The other aspect of the operating 
environment, too, and I think this is 
especially interesting, because a lot of 
the interest that I’ve had in the past about 
setting the privatization of force and 
privatization of national security, is focused 
on hard security. 

But we know through the information 
domain breakthroughs that companies like 
Cambridge Analytica show this having an 

effect on U.S. political process and other 
countries, that there is a whole other side 
to this kind of partnership between states, 
independent actors, and private entities in 
political or corporate.

So in thinking about the kind of public-
private forces matrix where mercenaries are 
working on behalf of oil companies -- that’s 
an old model, 20th century. 

The new model is something much more 
informatized and hybridized, where, you 
know, data becomes the kind of marching 
force, if you will, not necessarily having, you 
know, Hind helicopters like former British or 
South Africans executives once did.

You know, the information domain can 
allow you to rent proxies, you know, for 
very short periods of time to create effects 
that are really important militarily, and 
that’s something that western forces and 
governments are going to have to start 
understanding: where are the boundaries 
and rules, and when those sorts of rules 
might get broken for operational advantage.

You know, the idea of data access, and 
kind of almost like an ethical arbitrage, 
is something that I think you’re going to 
see more of particularly in [the] Special 
Operations Community -- targeting is going 
to be really difficult in denied environments.

The idea of a small teams needing to 
locate individuals without perhaps the 
conventional sensors that are kept at 
standoff range, because of, like, ground-
to-air missiles or other defensive systems, 
really pose interesting questions about how 
do you find someone again in a dense urban 
environment and other kinds of terrain that 
that would otherwise be pulling a proverbial 
needle-in-a-haystack?

Commercial data, whether it’s wearables, 
you know, the IOT proliferation and 
everything from like, you know, our socks 
and shoes, to the glasses were going to 
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wear, we’re going to be spinning off data 
through IP addresses for each of those 
devices.

That’s going to be targetable and useful for 
targeting and I think that’s going to lead to 
a kind of new standards and norms that will 
be broken from time to time, much in the 
same way that we’re, kind of reconsidering 
what laws of armed conflict and even 
just war ethic, you know, means in the 
information era.

And this also, I think, ties into another 
aspect of this, too, which is: How do we 
trust what we see and what we know? How 
do we trust the forces that are deploying 
in a country’s name? For those forces, how 
do they trust the people and machines 
alongside them?

And I am really intrigued by this question 
because the speed of some conflicts will be 
so fast that when many of these systems 
are being used for the first time, whether 
it’s a loyal wingman, whether it is an 
information algorithm -- we may see those 
conflicts and engagements end faster than 
the trust cycle can be established.

So, in many ways, the force, or the side, 
if you will, that is able to experiment and 
develop those kinds of patterns and 
relationships with technology are going 
to be at an advantage because they will 
establish that trust cycle and be able to use 
those capabilities more efficiently.

And that speaks to more training, and 
experimentation, but also to doing so within 
a bounded and hopefully ethical way.

You know, the last thing I would close with: 
one of the great ways to get to come up 
with stories is to start thinking about the 
unanswered questions and relating them to 
the conundrums of today.

You know, one of the things I’ve been 
considering is when we consider, when we 

think about, some of the banned weapons 
today, like cluster munitions, which still 
have, according to many militaries, intense 
relevance, you know, for stopping Mass 
Attack; I’d say a North Korean Advance on 
South Korea; And the US has not agreed to 
stop using such systems.

Like, what is the information domain 
equivalent of such a capability or weapon 
and where will the legal norms fall short, 
where will they be applied, and which 
countries will abide by them?

You know, the Campaign to ban Killer 
Robots is focused, of course, on the kinetic, 
but I think it totally misses the conversation, 
which is more urgent, perhaps, on the 
information domain.

And I think that’s one example of many 
that point to these kinds of questions that 
should be explored.

So I’ll sign off here from, again, Marblehead, 
Massachusetts; this is my home office.

It’s August Cole from the Atlantic Council, 
and I wish you all good luck with your 
conversation.

________________________________________

Coon, Future of IW (transcript), 9 Sep 2019

I am Cyndi Coon, the chief of staff at 
the Threatcasting Lab at Arizona State 
University. 

I recently curated a Threatcasting lab 
workshop around weaponizing narratives. 

This happened because the community 
really put out a call requesting coming 
together as individuals around 
disinformation, misinformation, and 
malinformation.

We conducted that curated workshop and 
the Lab produced a report of the findings. 

This report, now known as information 



disorder machines, or IDMs, had key 
findings as a part of the outcomes.

Those findings really included the following: 
in the coming decades, advances in 
technology like artificial intelligence, 
machine learning, quantum computing, 
the Internet of Things, smart cities, 
autonomous vehicles in air, space, and 
land will enable adversaries of the United 
States to mechanize information disorder 
to influence, manipulate, and harm 
organizations and individuals.

These coming information disorder 
machines will be targeted broadly at groups 
and geographies.

AI and ML will allow for increased, if not 
complete, automation allowing IDMs to 
adapt in real-time down to the individual 
level, creating personalized attacks, while 
operating on a mass scale.

The emerging threats of IDM’s lie in the 
unique pairing of their real time micro-
targeting and the macro effects that they 
can have at scale.

This is a direct threat to the National and 
global Security as well as threats to the 
United States of America.

Some of the threat futures that were 
identified include: adversaries using IDMs 
to incite violence and tribalism; encouraging 
anti-federalism; inspiring populations 
regardless of political affiliation to question 
the authority and the relevance of the United 
States government and the Union.

This destabilization will distract populations, 
governments, and militaries focusing on 
inflamed issues so that other adversaries 
can gain advantages elsewhere.

Generally, adversaries will exploit desperate 
conditions or catastrophic events to sow 
unrest and inspire mistrust in traditional 
organizations and governments, ultimately 

encouraging individuals to move to violence.

Corporations will use IDMs to increase 
profit, reach, and competitive edge while 
causing harm to individuals and each other.

Citizens, and special interest groups, non-
traditional adversaries, will use IDMs to 
weaken the union of the United States, the 
education system, and the strength and 
resiliency of society. 

________________________________________

Lin, Future of IW (transcript), 10 Sep 2019

Cyber enabled information warfare is not 
cyber war. This distinction is in distinction 
that has been missed in large parts of the 
public debate. In the wake of the 2016 
presidential election, many commentators 
ranging from Dick Cheney to Hillary Clinton 
asserted that Russian interference in the US 
election was an act of cyber war, or cyber 
Armageddon,  or cyber 9/11, or a cyber act 
of war. These comparisons are wrong or at 
least they’re misleading.

Cyber war and conflict targets information 
and computers in cyberspace and adversary 
is pursue cyber war by taking advantage 
of the flaws in information technology 
of design, of info of implementation. 
By contrast, cyber enabled information 
operations, information warfare operations 
target human minds. That’s what they go 
after, the human mind, the vulnerabilities 
in the human mind, and they prosecute 
information warfare operations by taking 
advantage of the technical virtues of 
information technology.

Consider that Russia exploited the social 
media platforms exactly the way they were 
intended to be used. They, for example, 
directed selected advertisements and other 
content to very narrowly defined audiences. 
They exploited automated accounts to 
amplify selected messages. They took 
advantage of the porosity of national 
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borders to information flows to transmit 
content internationally. They took advantage 
of the very algorithms that the social media 
platforms use to increase user engagement 
with advertiser and user generated content.

Now what are cyber enabled information 
warfare operations about? Let’s start with 
informational warfare operations per se. 
The broad goal of such operations is to 
shape the target audiences, views, attitudes 
and behavioral predispositions with respect 
to other people, institutions, nations, and the 
like.

One typology that I find helpful is to think 
about information operations, information 
warfare operations is propaganda 
operations, which are what you usually 
think about as, as propaganda, false or 
more often a true false mix to audiences to 
influence their opinions, attitudes, emotions, 
and the like.

Another type of operation is what I call 
chaos producing operations. These are 
messages that are sent simply to confuse 
and raise the level of noise. For example, 
trolls producing fake disaster messages 
without any obvious purpose. They don’t 
have to be consistent. They just have to 
frighten some people. This sort of operation 
is, is throwing something up against the wall 
and see what sticks.

And a third kind could be considered hack-
and-leak operation. The hacking part is part 
of cyber war. This is when you compromise 
a, an email account, for example, to get out 
secret information or information that the 
email user would rather keep secret, but 
then you publicize it all over the place and 
you spread it around on the theory that if, 
if it was secret, it must therefore be worthy 
of attention. And this takes advantage of 
notoriety and so on. That part doesn’t, isn’t 
a part of a cyber war. But it is a very much 
an important part of information warfare 
operations.

Information operations have many 
purposes. They can inform, which is a good 
thing, but they can also distract people from 
the right things to be looking at. They can 
overwhelm a target’s attention. They can 
confuse and disorient. They can mislead, 
they can provoke and outrage and stimulate 
unthinking emotion. And, and, and the like.

Now information warfare operations take 
advantage of vulnerabilities in what you 
might call the human cognitive architecture. 
And it’s now by now well known that 
human beings use have two different 
ways of thinking about the world. One is 
what you might call the intuitive heuristic 
fast thinking. The other is a much more 
deliberate, analytical, reflective, slow 
thinking based on logic and, and, and the life 
and the success of information operations 
largely depends on the exploitation of these 
of the difference between the two. Trying 
to [fourth] take advantage of intuitive and 
heuristic and non-analytical thought to to 
do there to, to achieve their effects. Hitler of 
course, was a master at this of stimulating 
emotion in people and in getting them to 
only think about what he wanted them to 
think about and, and so on. 

Then the question is, what does cyber bring 
to the table for the information warrior, 
for the information operations warrior? 
Imagine what Hitler could have done with 
the internet and social media. What modern 
technology brings, cyber technology brings, 
is high connectivity, low latency, anonymity, 
anonymous production of sorry, inexpensive 
production of of information. Democratized 
access to publishing capabilities; it 
eliminates intermediaries so that people 
can get their own information, which 
means journalistic controls are no longer 
in place and, and so on. And the taking 
advantage and taking advantage of these 
characteristics of information technology 
simplifies the, the job of the information 
warrior quite a bit ;because now what they 



can do is they, they give large megaphones 
to what formerly were fringe players. It’s 
easier to create filter bubbles where people 
can consume only information that they’re 
comfortable with.

The anonymity of the internet means that 
there’s a lack of accountability. Now it 
becomes possible to target very narrow 
audiences and, and, and the like. In the 
future, we’ll see other IO attacks of concern: 
forged emails; forged videos, which you’ve 
seen; forged audios; highly selective 
targeting built on of messages going 
to people based on their stolen Equifax 
profiles, in addition to their social media 
profiles; perhaps conversational chatbots 
that are artificially intelligent that can 
actually engage people in a more extremist 
producing, radicalizing dialogues targeting 
individuals during times of emotional 
vulnerability to increase their receptivity to 
to, to messaging.

The problem in all of this is that what the 
information warrior has done is to take our 
strengths against us, turn our strengths 
against us. The first amendment is there to 
protect free expression of individuals. And 
now what we have is an environment in 
which lots and lots of people are shouting 
in a very chaotic way and there is very little 
ability to differentiate between stuff that 
is actually useful and advances the public 
discourse from stuff that just inflames 
emotion and just gets people mad at each 
other. And that’s the problem that we face.

________________________________________

Reed, Future of IW (summary of transcript), 
9 Sep 2019

I remember very clearly, November 2012. I 
was sitting in an office thinking about what 
we had just done. I was CTO for the Obama 
campaign. We just won this election. 
We’d done it heavily with data, heavily 
with technology. We’d done it because we 

were able to do it because our wonderful 
volunteers had given us access to their 
data via Facebook, via email, via grassroots 
organizing; all of these things had happened 
and it worked out really, really well. I 
remember thinking, “This is incredible! What 
an incredible, incredible world!”

Well, fast forward eight years. A lot has 
changed. Our narrative around data, 
specifically within elections has changed 
drastically. But what hasn’t changed is 
the amount of microtargeting, the amount 
of data that we are exhausting from our 
bodies. This data exhaust, or as I like to call 
the social exhaust -- the data coming from 
phones, from computers like the one I’m 
recording this on.

All of this data is sitting here just pushing 
out. We are being targeted by corporations, 
by nonprofits, by NGOs, by everyone. Every 
single person is, I don’t say a “victim” of 
targeting, but in 2019 and in 2020, targeting 
it is our everyday. From the mail we receive, 
the paper mail -- this anarchistic form -- to 
the banner ads we receive, to the spam 
calls. We are being targeted because of our 
data.

Well the amount of data we have exhausted 
from our bodies, from our behaviors, from 
our patterns, has doubled, tripled, maybe 
quan...some huge number, in the last 8 
years. Well, I think in the future it’s going 
to just get worse, or maybe better. I’m not 
certain I have a strong judgment on it, 
but what I do know is as we pair this data 
with machine learning, with all of these 
advanced, exciting new technologies that 
are coming out right now, things are going 
to get very interesting.

AI and machine learning allows us to 
mechanize a lot of this targeting; we’ve seen 
that over the last 10 years. I think what we 
need to see is that as we give out more and 
more data, does AI and machine learning 
start to weaponize this technology? Does 
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micro-targeting become an adversary that 
we as humans cannot survive against? Or 
is it an adversary that we are collaborative 
with? 

I’m not sure, but I think a lot about, if I was 
doing this work, the work that I did in 2012 
and 2020 and 2024, etcetera, how would 
I do things differently? And I think the 
question is, what do we do about this data? 
A lot of people don’t even know -- that’s why 
“exhaust” is such a good word; they’re not 
aware that they’re pushing out all this data. 
A lot of people are aware -- they choose 
to take actions to stop it, to minimize 
it, but even then, there’s so much latent 
data that we’re out-putting that it’s very 
difficult to control. And so, from a targeting 
perspective, we are always, always a target.



86

 
 
 
 
 

Research Synthesis Workbooks 
 

(Second Workshop) 
 

 
  

A P P E N D I X  D 
RAW DATA



87

 
 
 
 
 

Research Synthesis Workbooks 
 

(Second Workshop) 
 

 
  



88



89



90

 
 
 
 
 

Threatcasting and Backcasting 
Workbooks 

 
(Second Workshop) 

 
  



91

 
 
 
 
 

Threatcasting and Backcasting 
Workbooks 

 
(Second Workshop) 

 
  



92



93



94



95



96



97



98



99



100



101



102



103



104



105



106



107



108



109



110



111



112



113



114



115



116



117



118



119



120



121



122



123



124



125



126



127



128



129



130



131



132



133



134



135



136



137



138



139



140



141



142



143



144

 
 
 
 
 

Backcasting Workbooks 
 

(Third Workshop) 
 

  



145

 
 
 
 
 

Backcasting Workbooks 
 

(Third Workshop) 
 

  



146



147



148



149



150



151



152



153



154



155



156



157



158



159



160



161



162

 
 
 
 
 

Research Synthesis Workbooks 
 

(Third Workshop) 
 
 

  



163

 
 
 
 
 

Research Synthesis Workbooks 
 

(Third Workshop) 
 
 

  



164



165



166



167



168



169



170

 
 
 
 
 

Post Analysis Workbooks 
 

(Second Workshop) 
 
 



171

 
 
 
 
 

Post Analysis Workbooks 
 

(Second Workshop) 
 
 



172



173



174



175



176



177



178



179



180



181



182



183



184



185



186



187



188



189



190



191



192



193



194



195



196



197



198

 
Post Analysis Workbooks 

 
(Third Workshop) 

 
  



199

 
Post Analysis Workbooks 

 
(Third Workshop) 

 
  



200



201



202



203



204



205



Visit threatcasting.com for more information






